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Glossary 

Acute Toxicity - Any toxic effect that is produced 
within a short period of time, usually 24-96 hours. 
Although the effect most frequently considered Is mor- 
tality, the end result of acute toxicity is not necessarily 
death. Any harmful biological effect may be the result. 

forms such as snails, worms, and insects; (3) burrow- 
ing forms, which include clams, worms, and some 
insects; and (4) fish whose habits are more closely 
associated with the benthic region than other zones; 
e.g., flounders. 

Aerobic - Refers to life or processes occurring only In 
the presence of free oxygen; refers to a condition 
characterized by an excess of free oxygen in the 
aquatic environment. 

Algae (Alga)’ - Simple plants, many microscopic, con- 
taining chlorophyll. Algae form the base of the food 
chain in aquatic environments. Some species may 
create a nuisance when environmental conditions are 
suitable for prolific growth. 

Biochemical Oxygen Demand 2 - A measure of the 
quantity of oxygen utilized in the biochemical oxida- 
tion of organic matter in a specified time and at a 
specific temperature. It is not related to the oxygen 
requirements in chemical combustion, being deter- 
mined entirety by the availability of the material as a 
biological food and by the amount of oxygen utilized 
by the microorganisms during oxidation. Abbreviated 
BOD. 

Allochthonous- Pertaining to those substances, 
materials or organisms in a waterway which originate 
outside and are brought into the waterway. 

Anaerobic - Refers to life or processes occurring in 
the absence of free oxygen; refers to conditions char- 
acterized by the absence of free oxygen. 

Biological Magnification - The ability of certain or- 
ganisms to remove from the environment and store in 
their tissues substances present at nontoxic levels in 
the surrounding water. The concentration of these 
substances becomes greater each higher step in the 
food chain. 

Autochthonous - Pertaining to those substances, 
materials, or organisms originating within a particular 
waterway and remaining in that waterway. 

Bloom - A readily visible concentrated growth or 
aggregation of minute organisms, usually algae, in 
bodies of water. 

Autotrophic - Self nourishing; denoting those or- 
ganisms that do not require an external source of 
organic material but can utilize light energy and 
manufacture their own food from inorganic materials; 
e.g., green plants, pigmented flagellates. 

Brackish Waters - Those areas where there is a 
mixture of fresh and salt water; or, the salt content is 
greater than fresh water but less than sea water; or, 
the salt content is greater than in sea water. 

Bacteria’- Microscopic, single-celled or noncellular 
plants, usually saprophytic or parasitic. 

Benthal Deposit - Accumulation on the bed of a 
watercourse of deposits containing organic matter 
arising from natural erosion or discharges of was- 
tewaters. 

Channel Roughness - That roughness of a channel, 
including the extra roughness due to local expansion 
or contraction and obstacles, as well as the roughness 
of the stream bed proper; that is, friction offered to the 
flow by the surface of the bed of the channel in contact 
with the water. It is expressed as roughness coefficient 
in the velocity formulas. 

Benthic Region’ - The bottom of a waterway; the 
substratum that supports the benthos. 

Chlorophyll’ - Green photosynthetic pigment present 
in many plant and some bacterial cells. There are 
seven known types of chlorophyll; their presence and 
abundance vary from one group of photosynthetic 
organisms to another. 

Benthal Demand -The demand on dissolved oxygen 
of water overlying benthal deposits that results from 
the upward diffusion of decomposition products of the 
deposits. 

Benthor - Organisms growing on or associated prin- 
cipally with the bottom of waterways. These include: 
(1) sessile animals such as sponges, barnacles, mus- 
sels, oysters, worms, and attached algae; (2) creeping 

Chronic Toxicity’ - Toxicity. marked by a long dura- 
tion, that produces an adverse effect on organisms. 
The end result of chronic toxicity can be death al- 
though the usual effects are sublethal; e.g., inhibits 
reproduction, reduces growth, etc. These effects are 
reflected by changes in the productivity and popula- 
tion structure of the community. 
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Coastal Waters -Those waters surrounding the con- 
tinent which exert a measurable influence on uses of 
the land and on its ecology. The Great Lakes and the 
waters to the edge of the continental shelf. 

Component Tide - Each of the simple tides into which 
the tide of nature is resolved. There are five principal 
components; principal lunar, principal solar, N2, K, 
and O. There are between 20 and 30 components 
which are used in accurate predictions of tides. 

Coriolis Effect - The deflection force d the earth’s 
rotation. Moving bodies are deflected to the right in 
the northern hemisphere and to the left in the southern 
hemisphere. 

Datum - An agreed standard point or plane of state 
elevation. noted by permanent bench marks on some 
solid immovable structure, from which elevations are 
measured or to which they are referred. 

Density Current - A flow of water through a larger 
body of water, retaining its unmixed identity because 
of a difference in density. 

Deoxygenation - The depletion of the dissolved 
oxygen in a liquid either under natural conditions 
associated with the biochemical oxidation of organic 
matter present or by addition of chemical reducing 
agents. 

Diagnetic Reaction - Chemical and physical chan- 
ges that alter the characteristics of bottom sediments. 
Examples of chemical reactions include oxidation of 
organic materials white compaction is an example of 
a physical change. 

Dispersion - (1) Scattering and mixing. (2) The mixing 
of polluted fluids with a large volume d water in a 
stream or other body d water. 

Dissolved Oxygen - The oxygen dissolved in water, 
wastewater. or other liquid, usually expressed in mil- 
ligrams per liter, or percent of saturation. Abbreviated 
DO. 

Dinural - (1) Occurring during a 24-hr period; diurnal 
variation. (2) Occurring during the day time (as op- 
posed to night time). (3) In tidal hydraulics, having a 
period or cycle of approximately one tidal day. 

Drought - In general, an extended period of dry 
weather, or a period of deficient rainfall that may 
extend over an indefinite number of days, without any 
quantitative standard by which to determine the de- 
gree d deficiency needed to constitute a drought. 
Qualitatively, it may be defined by its effects as a dry 
period sufficient in length and severity to cause at least 

partial crop failure or impair the ability to meet a 
normal water demand. 

Ebb Tide- That period of tide between a high water 
and the succeeding low water; fatling tide. 

Enrichment’ - An increase in the quantity d nutrients 
available to aquatic organisms for their growth. 

Epilimnion’ - The water mass extending from the 
surface to the thermocline in a stratified body of water; 
the epilimnion is less dense that the lower waters and 
is wind-circulated and essentially homothermous. 

Estuary’ - That portion of a coastal stream influenced 
by the tide d the body d water into which it flows; a 
bay, at the mouth of a river, where the tide meets the 
river current; an area where fresh and marine water 
mix. 

Euphotic Zone’ -The lighted region of a body of water 
that extends vertically from the water surface to the 
depth at which photosynthesis fails to occur because 
of insufficient light penetration. 

Eutrophication’ -The natural process of the maturing 
(aging) of a lake; the process of enrichment with 
nutrients, especially nitrogen and phosphorus. lead- 
ing to increased production of organic matter. 

Firth’ - A narrow arm of the sea: also the opening of a 
river into the sea. 

Fjord (Fiord)’ - A narrow arm of the sea between 
highlands. 

Food Chain’ - Dependence of a series of organisms, 
one upon the other, for food. The chain begins with 
plants and ends with the largest carnivores. 

Flood Tide - A term indiscriminately used for rising 
tide or landward current. Technically, flood refers to 
current. The use of the terms “ebb” and “flood” to 
include the vertical movement (tide) leads to uncer- 
tainty. The terms should be applied only to the 
horizontal movement (current). 

Froude’s Number - A numerical quantity used as an 
index to characterize the type of flow In a hydraulic 
structure that has the force of gravity (as the only force 
producing motion) acting in conjunction with the 
resisting force of inertia. It is equal to the square of 
characteristic velocity (the mean, surface, or maxi- 
mum velocity) of the system, divided by the product 
of a characteristic linear dimension. such as diameter 
or expressed in consistent units so that the combina- 
tions will be dimensionaless. The number is used in 



openchann8l flow studies or in cases in which the free 
surface plays an essential rde in influencing motion. 

Heavy Metals2 - Metals that can be precipita!ed by 
hydrogen sulfkfe in acid solution, for example, lead, 
sRver, gold, mercury, bismuth. copper. 

Heterotrophic’ - Pertaining to organisms that are de- 
pendent on organic material for food. 

Hydraulic Radius2 - The right cross-sectional area d 
a stream of water dtvided by the length of that part d 
Its periphery in contact with its containing conduit; the 
ratio of area to wetted perimeter. Also called hydraulic 
mean depth. 

Hydrodynamics2 -The study of the motion of, and the 
forces acting on, fluids. 

Hydrographic Surveya - An instrumental survey made 
to measure and record physical characteristics of 
streams and other bOdi8S of water within an ama, 
induding such things as tocation, areel extent and 
depth, positions and locations of high-water marks, 
and locations and depths of wells. 

Inlet’ - A short, narrow waterway connecting a bay, 
lagoon, or similar body of water with a large parent 
body d water; an arm of the sea, or other body d 
water, that is long compared to Its width, and that may 
extend a considerable distance inland. 

Inorganic Man& - Mineral-type compounds that are 
generally non-volatile, not combustible, and not 
biodegradable. Most inorganic-type compounds, or 
reactions, are ionic in nature, and therefore, rapid 
reactions are characteristic. 

bgoon’ - A shallow sound, pond, or channel near or 
communicating wtth a larger body of water. 

LImitlng Factor’ - A factor whose absence, or exces- 
slve concentration. exerts some restraining influence 
upon a population through incompatibility with 
SpeCieS reqUir8m8ntS or td8tanC8. 

Manning Formula2 - A formuia for open-channel flow, 
published by Manning in 1890, which gives the value 
d c In the Chezy formula. 

Manning Roughness Coefficienta - The roughness 
CO8ffiCi8nt in the Manning fOrmUk for determination 
of the discharge coefficient in the Ch8zy formula. 

Marsh’ - Periodically wet or continually flooded area 
with the surface not deeply submerged. Covered 
domlnantlywhh emersed aquatk plants; e.g., sedges, 
cattails, rushes. 

Mean Sea La& - The mean plane about which the 
tide oscillates; the 8V8rBg8 height of the sea for all 
stages of th8 tide. 

Michaelis-Menton Equation’ - A rWh8m&at ex- 
pr8sskn to describe an 8ruym8-catalyz8d biological 
reaction in which the products of a reaction are 
described as a function of the reactants. 

Mineralizationa -The process by which elements com- 
bined in organk form in IMng or dead organisms are 
eventually r8converWd tnto lnorgank forms to be 
made availabl8 for a fresh cyde of plant growth. The 
mineralization of organic compounds occurs through 
combustion and through metabolism by living 
animals. Mkroorganisms are ubiquitous, possess 8X- 
tremely high growth rates and have the ability to 
d8grade all naturally occurring organic compounds. 

Modeling2 - The simulation of some physical or 
abstract phenomenon or system with another system 
believed to obey the same physical laws or abstract 
rules of logic, in order to predict the behavior of the 
former (main system) by experimenting with latter 
(analogous system). 

Mon#orhg2 - Routine observation, sampling and test- 
ing d designated locations or parameters to deter- 
mine efficiency of treatment or compliance with 
standards or requirements. 

MOutb2’ The exit or point of discharge oi a stream into 
another stream or a take. or the s8a. 

Nautical Mile2 - A unit of distance used in ocean 
navigation. The United States nautical mile is defined 
as 8quat to one-sixteenth of a degree of a great circle 
on a sphere with a surface equal to th8 surface of the 
earth. lts value, computed for the Clarke spheroid of 
1866, Is 1663.248 m (6,0662Off). The International 
nautical mile is 1,652 m (6,070.10 ft). 

Nanoplankton2 - Very minute plankton not retained in 
a plankton net equipped v&h no. 25 si!k bolting cloth 
(mesh. 0.03 to 0.04 mm.). 

Neap Tides’ - Exceptionally low tides which occur 
twke each month wh8r-r the earth, sun and moon are 
at rigM angles to each other; these usually occur 
during the moon’s first and third quarters. 

Neuston2 - Organisms associated with, or dependent 
upon, the surface tarn (abvater) interface of bodies 
d water. 

Nitrogenous Oxygen Demand (NOD)2 - A quantita- 
We measure of the amount of oxygen required for the 
biological oxidation of nitrogenous material, such as 
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ammonia nitrogen and organic nitrogen, in was- 
@water; usually measured after the carbonaceous 
oxygen demand has been satisfied. 

Nutrients’ - El8m8ntS, or compounds, essential as raw 
materials for organism growth and development; e.g., 
carbon, oxygen. nitrogen, phosphorus, etc. 

Organic’ - Refers to Vdatn8, combustibte, and some- 
times biodegradable chemical compounds contain- 
ing carbon atoms (carbonaceous) bonded together 
and with other elements. The principal groups d or- 
ganic substances found in wastewater are proteins, 
carbohydrates, and fats and 0Ps. 

Oxygen Deficit’ - The difference between observed 
oxygen concentration and th8 amount that would 
theoretically be present at 100% saturation for existing 
conditions of temperature and pressure. 

Pathogen’ - An organism or virus that causes a dis- 
ease. 

Periphyton (Aufwuchs)’ - Attached microscopic or- 
ganisms growing on the bottom, or other submersed 
substrates, in a waterway. 

Photosynthesis’ - The metabolic process by which 
simple sugars are manufactured from carbon aioxtde 
and water by plant cells using light as an energy 
source. 

Phytoplankton’ - Plankton consisting of plant ltfe. 
Unattached microscopic plants subject to movement 
by wave or current action. 

Ptankton’ - Suspended microorganisms that have 
relattvely low powers of locomotion, or that drift in the 
water subject to the action of waves and currents. 

Ourlit# - A term to describe the composite chemical, 
physical, and bidogical characteristics of a water with 
respect to it’s suitability for a particular use. 

Reremtion2 - The absorption of oxygen into water 
Under conditions of oxygen deficiency. 

Respiration’ - The complex series of chemical and 
physical reactions in all living organisms by which the 
energy and nutrients in foods is made avaflabe for 
use. Oxygen is used and carbon dioxide released 
during this process. 

Roughness Coefficierr? - A factor, in the Chewy, 
Darcy-Weisbach, Hazen-Williams, Kutter, Manning, 
and other formulas for computing the average veto&y 
of flow of water in a conduk or channd, which repre- 

sents the 8ffect d roughness d the confining n-&8&l 
on the energy losses in the flowing water. 

Seiche’ - Periodic oscillations in the water level d a 
fake or other fandbcked body of water due to unequal 
atmospheric pressure, wind, or other caus8, which 
sets the surface in motion. These oscitlations take 
place when a temporary local depression or et8vation 
d the water level occurs. 

Semidiuma~ - Having a period or cycle of ap 
proximately one hatf da tidal day. The pmdomjnatjng 
type d tide throughout the world is s8midiurnal, wtth 
two high waters and two low waters each tidal day. 

Stack Wat8?- In tidal waters, the state of a tidal current 
when tts v8toctty is at a minimum, especiatty the mo- 
ment when a reversing current changes direction and 
its vefoclty is zero. Also, the entire period of tow 
velocity near the time of the turning of the current 
when lt is too weak to be of any practical importance 
in navigation. The relation of the time of slack water to 
the tidal phases varies in different lOCaiiti8S. tn Some 
cases stack water occurs near the times of high and 
low water, whiie in other iocaliti8s the slack water may 
occur midway between high and low water. 

Spring Tide’ - Exceptionally high tide which occurs 
twice per lunar month Whenthere is a new Or full moon, 
and the earth, sun, and moon are in a straight line. 

Stratification (Density Stratification)’ - Arrangement 
of water masses into separate, distinct, horizontal 
layers as a result of differences in density; may be 
caused by differences in temperature, dissolved or 
suspended sdids. 

Tidal Flat’ - The sea bottom, usually wide, flat, muddy 
and nonproductive, which is exposed at low tide. A 
marshy or muddy area that is covered and uncovered 
by the rise and faA of the tide. 

Tidal Prism2 - (1) The vdume of water contained in a 
tidal basin between the elevations of high and low 
water. (2) The total amount of water that flows into a 
tidal basin or estuary and out again with movement of 
the tide, excluding any fresh-water ffows. 

Tidal RarQ82 - The difference in eiwation between 
high and low tide at any point or locality. 

Tidal Zone (Eulittoml Zone, Intertidal Zone)’ - The 
area Of shore between the limits Of water level flUCtUa- 
tion; the area between the levels of high and low tides. 

Tie’ - The afternate rising and falling of Water feV8fS, 
twice in each lunar day, due to gravitational attraction 

. . . 
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of the moon and sun in conjunction with the earth’s 
rotational force. 

Tide Gage’ - (1) A staff gage that indicates the height 
of the tide. (2) An instrument that automatically 
registers the rise and fall of the tide. In some instru- 
ments, the registration is accomplished by printing the 
heights at regular intervals; In others by a continuous 
graph in which the height of the tide is represented by 
ordinates of the curve and the corresponding time by 
the abscissae. 

Toxicant’ - A substance that through Its chemical or 
physical action kills, injures, or Impairs an organism; 
any environmental factor which, when altered, 
produces a harmful biological effect. 

Water Pollution’ - Afteration of the aquatic environ- 
ment In such a way as to interfere with a designated 
beneficial use. 

Water Quality Criteria’ - A scientific requirement on 
which a decision or judgement may be based concern- 
ing the suitability of water quality to support a desig- 
nated use. 

Water Quality Standard’ - A plan that is established 
by governmental authority as a program for water 
pollution prevention and abatement. 

Zooplankton - Plankton consisting of animal life. Un- 
attached microscopic animals having minimal 
capabillty for locomotion. 

lRogers, B.G., Ingram, W.T.. Pea& E.H., Welter, LW. 
(Editors). 1981, Glossary. Water and Wastewater Con- 
trol Engineering, Third Edition, American Public 
Heatth Association, American Society of Civil En- 
gineers, American Water Works Association, Water 
Pollution Control Federation. 

2Matthews, J.E., 1972, Glossary of Aquatic Ecdogical 
Terms, Manpower Development Branch, Air and 
Water Programs Dtvision, EPA, Oklahoma. 
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The Technical Guidance Manual for Performing Waste 
Load Allocations, Book iii: Estuaries is the third in a 
series of manuals providing technical information and 
policy guidance for the preparation of waste load at- 
locations (WLAs) that are as technically sound as cur- 
rent state of the art permits. The objective of such load 
allocations is to ensure that water quality conditions 
that protect designated beneficial uses are achieved. 
This book provides technical guidance for performing 
waste load allocations in estuaries. 

Overview of Processes Affecting Estuarine 

Water Quality 

PART I: ESTUARIES AND WASTE LOAD 
ALLOCATION MODELS 

Introduction 

Estuaries are coastal bodies of water where fresh water 
meets the sea. Most rivers and their associated pol- 
lutant loads eventually flow into estuaries. The complex 
loading, circulation, and sedimentation processes 
make water quality assessment and waste load alloca- 
tion in estuaries difficult. Transport and circulation 
processes In estuaries are driven primarily by river flow 
and tidal action. As a consequence of its complex 
transport processes, estuaries cannot be treated as 
simple advective systems such as many rivers. 

Wastewater discharges into estuaries can affect water 
quality in several ways, both directly and indirectly. in 
setting limits on wastewater quantity and quality, the 
following potential problems should be assessed: 
salinity, sediment, pathogenic bacteria, dissolved 
oxygen depletion, nutrient enrichment and over- 
production, aquatic toxicity, toxic pollutants and bioac- 
cumulation and human exposure. 

A WLA provides a quantitative relationship between the 
waste load and the instream concentrations or effects 
of concern as represented by water quality standards. 
During the development of a WLA, the user combines 
data and model first to describe present conditions and 
then to extrapolate to possible future conditions. The 
WLA process sequentially addresses the topics of 
hydrodynamics, mass transport, water quality kinetics, 
and for some problems, bioaccumulation and toxicity. 

For each of the topics addressed in a modeling study, 
several steps are applied in an iterative process: prob- 
lem identification, model identification, initial model 
calibration, sensitivity analysis, model testing, refine- 
ment, and validation. 

Executive Summary 

After the WLAs have been put into effect, continued 
monitoring, post-audit modeling and refinement 
should lead to more informed future WLAs. 

The estuarine waste load allocation process requires a 
fundamental understanding of the factors affecting 
water quality and the representation of those proces- 
ses in whatever type of model is applied (conceptual 
or mathematical) in order to determine the appropriate 
allocation of load. Insight into processes affecting 
water quality may be obtained through examination of 
the schemes available for their classification. Estuaries 
have typically been classified based on their geomor- 
phology and patterns of stratification and mixing. How- 
ever, each estuary is to some degree unique and it is 
often necessary to consider the fundamental proces- 
ses impacting water quality. 

To determine the fate and affects of water quality 
constituents it is necessary first to determine proces- 
ses impacting their transport. That transport is affected 
by tides, fresh water inflow, friction at the fluid boun- 
daries and its resulting turbulence, wind and atmos- 
pheric pressure, and to a lesser degree (for some 
estuaries) the effects of the earth’s rotation (Coriolis 
force). The resulting transportation patterns may be 
described (determined from field studies) in waste load 
allocation studies, or. as is becoming more frequently 
the case, estimated using hydrodynamic models. 
Hydrodynamic models are based on descriptions of 
the processes affecting circulation and mixing using 
equations based on laws of conservation of mass and 
momentum. The fundamental equations generally in- 
clude: (A) the conservation of water mass (continuity), 
(B) conservation of momentum, and (C) conservation 
of constituent mass. 

An important aspect of estuarine WLA modeling often 
is the capability to simulate sediment transport and 
sediment/water interactions. Sediments not only affect 

nutrients and toxic substances into receiving waters. 
water transparency, but can carry chemicals 

Unlike rivers, which have reasonably constant water 
quality conditions, the large changes in salinity and pH 
in an estuary directly affect the transport behavior of 
many suspended solids. Many colloidal particles ag- 
glomerate and settle in areas of significant salinity 

gradients. Processes impacting sediment transport in- 
clude settling, resuspension, scour and erosion, 
coagulation and flocculation. 
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The water quality parameters of interest vary with the 
objectives of the waste load allocation study, from 
"conventional pollutants" (e.g. organic waste, dis- 
solved oxygen and nutrients) to toxic organics and 
trace metals. 

The focus of WLA models of conventional pollutants is 
often DO and biochemical oxygen demand (BOD) as 
a general measure of the health of the system, or the 
focus can be primary productivity when eutrophication 
is the major concern. Conventional WLA models usual- 
ly include temperature, major nutrients, chemical char- 
acteristics, detritus, bacteria, and primary producers. 
WLA models may include higher trophic levels (i.e. 
zooplankton and fish) because of higher trophic level 
effects on other more important variables, such as 
phytoplankton, BOD and DO. Synthetic organic chemi- 
cals include a wide variety of toxic materials whose 
waste loads are allocated based upon threshold con- 
centrations as well as tolerable durations and frequen- 
cies of exposure. These pollutants may ionize and 
different forms may have differing toxicological affects. 
The transport of the materials also may be affected by 
sorption and they can degrade through such proces- 
ses as volatilization, biodegradation, hydrolysis, and 
photolysis. 

Trace metals may be of concern in many estuaries due 
to their toxicological effects. The toxicity of trace me- 
tals and their transport is affected by their form. Upon 
entry to a surface water body, metal speciation may 
change due to complexation, precipitation, sorption, 
and redox reactions. Metals concentrations are diluted 
further by additional stream flow and mixing. Physical 
loss can be caused by settling and sedimentation, 
whereas a physical gain may be caused by resuspen- 
sion. 

Model Identification and Selection 

The first steps in the modeling process are model 
identification and selection. The goals are to identify 
the simplest conceptual model that includes all the 
important estuarine phenomena affecting the water 
quality problems, and to select the most useful analyti- 
cal formula or computer model for calculating waste 
load allocations. During model identification, available 
information is gathered and organized to construct a 
coherent picture of the water quality problem. There 
are four basic steps in model identification: establish 
study objectives and constraints, determine water 
quality pollutant interactions, determine spatial extent 
and resolution, and determine temporal extent and 
resolution. Following model identification, another im- 
portant step is advised: perform rapid, simple screen- 
ing calculations to gain a better understanding of 
expected pollutant levels and the spatial extent of water 
quality problems. 
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The first step in identifying an appropriate WLA model 
for a particular site is to review the applicable water 
quality standards and the beneficial uses of the estuary 
to be protected. Local, state, and federal regulations 
may contribute to a set of objectives and constraints. 
The final result of this step should be a clear under- 
standing of the pollutants and water quality indicators, 
the areas, and the time scales of interest. 

After the pollutants and water quality indicators are 
identified, the significant water quality reactions must 
be determined. These reactions must directly or in- 
directly link the pollutants to be controlled with the 
primary water quality indicators. All other interacting 
water quality constituents thought to be significant 
should be included at this point. This can best be done 
in a diagram or flow chart representing the mass 
transport and transformations of water quality con- 
stituents in a defined segment of water. The final result 
of this step should be the assimilation of all the available 
knowledge of a system in a way that major water quality 
processes and ecological relationships can be 
evaluated for inclusion in the numerical model descrip- 
tion. 

The next step is to specify the spatial extent, dimen- 
sionality, and scale (or computational resolution) of the 
WLA model. This may be accomplished by determining 
the effective dimensionality of the estuary as a whole, 
defining the boundaries of the study area, then specifiy- 
ing the required dimensionality and spatial resolution 
within the study area. The effective dimensionality of an 
estuary includes only those dimensions over which 
hydrodynamic and water quality gradients significantly 
affect the WLA analysis. Classification and analysis 
techniques are available. Specific boundaries of the 
study area must be established, in general, beyond the 
influence of the discharge(s) being evaluated. Data 
describing the spatial gradients of important water 
quality constituents within the study area should be 
examined. Dye studies can give important information 
on the speed and extent of lateral and vertical mixing. 
It is clear that choice of spatial scale and layout of the 
model network requires considerable judgment. 

The final step in model identification is to specify the 
duration and temporal resolution of the WLA model. 
The duration of WLA simulations can range from days 
to years, depending upon the size and transport char- 
acteristics of the study area, the reaction kinetics and 
forcing functions of the water quality constituents, and 
the strategy for relating simulation results to the 
regulatory requirements. one basic guideline applies 
in all cases - the simulations should be long enough to 
eliminate the effect of initial conditions on important 
water quality constituents at critical locations. 



The temporal resolution of WtA simutations fatis Into 
one of three categories -dynamic, quasldynamk. and 
steady state. Dynamic slmulatfohs pmdkt hour to hour 
variations caused by tidai transport. Quasldynamic 
simulations predict vartatlona on the order of days to 
months. The effects of tidal transport are tlme- 
averaged. other forclhg fuhctkhs such as freshwater 
inflow, poiiutant loading, temperature. and suhllgM 
may vary from daiiy to monthly. Steady state simula- 
tiona predict monthly to swaord avemgea. All inputs 
are tinw-avemg8d. Two schools d thought have p8r- 
sisted regarding the utility of dynamic versus 
quasidynamic and steady state aim&t&m For some 
probkmsthechokelsr easonably dear. 

in general, lf the regulatory need or kin8tk mapona8 Is 
on the order of hours, then dynamic simulattons are 
required; lf regulatory needs are long term averages 
and the kinetic response is on the order of seasons to 
years, then quasidynamk or steady simulations are 
indicated. 

The goal of model sekction is to obtain a simulation 
modei that effectively implements the COnCeptual 
model identtfied for the VWA Models selected for dis- 
cussion here are general purpose, in the public 
domain, and available from or supported by public 
agencies. The selection of an estuarlne WtA model 
need not be iimlted to the models discussed in this 
doCUm8nt. Other models that are available to a project 
or organization should also be considered. The models 
summarized in this report represent the typkal range 
of capabilities currently available. Estuarine WtA 
models can be da&W as Level I to Level IV accord- 
ing to the temporal and spatial complexity of the 
hydrodynamic component of the model. Level I in- 
cludes desktop screening methoddogies that caku- 
late seasonal or annual mean pollutant concentmtions 
based on steady state conditions and simplifkd flush- 
ing time estimates. These models are d8signed to 
examine an estuary rapidly to tsolate trouble soots for 
more detailed analyses. 

Level ii indudes computerized steady state or tidally 
averaged quasldynamk simulation models, which 
generally us8 a box or compartment-type network to 
solve finite difference approximatior#, to the bask par- 
tial differential equations. Level Ii models can predict 
sbvfy changing wasonai water quality wfth an ef%c- 
tive time resolution of 2 we8ks to 1 month. Level iii 
indudes computerized on8dimensknal (ld) and 
quasi two-dimensional (2-d). dynamic simulation 
models. These mai time models simulate varfations in 
tidal heights and velocities throughout each tidal cyde. 
Their effective time resolution is usually limlted to 
average variability over one week because tidal Input 
parameters generally consist of only average or slowfy 

Vfl~fl(J VdWS. The 8ff8Cthr8 th8 resdlJtbIl could be 
reduced to under 1 day given good mpmwntatkn of 
diumai water qrcdb kfwtks and prec&w tfdai input 
pamm8Wra. The required data and modeling effort are 
usllaiiy not mobNzed In standard WtAs. Level iv coo- 
sists of computerized 2d and 3d dyhamk simutatfon 
modeh. Dkperslw mbdhg and seaward bounda~ 8x- 
changesaretmated more realktkaJlythan In the Level 
Ilildmodel~~~modelsarealmostneverusedfor 
routine WLAB. 

Th8effecUv8tlrnemsoluUondth8Le4iVmodelscan 
belessthah1daywlthagoodmpmwWknofdtumai 
water quality and IhtmWai wktions 

The admntqp of Levei I and II models lie in their 
compemthmfylowcostand8w8dappfkatlorl.The 
disadvantages lie In their i8ady stat8 or tidally 
averaged ternpod scd8. when hydrodynamks and 
pollutant inputs are mpkfiy varying, steady state 
models are dlffkuft to properly calibrate. 

The dynamic models (Levels Ill and iV) have ad- 
vantages over steady state and tidally averaged 
models In tepreserr(krg mbdhg &I part&fly mixed 8s- 
tuarles because adv8ctrOn is so much better repre- 
sented. The auccms wlth whkh these models can 
predicttransm- depends upon both the 
accuracy and r88oluUon 04 th8 Wing and 8rwfron- 
m8ntaldat4endth8modei’stmatm8nt dshorttime 
!rCd8 kln8tka such as desorptton or dlumaf fluctua- 
tions In tempemWe, pII, or sudlght. Whle dynamk 
models are capable ol predktfhg dlumaf and tmnsfent 
fiuctuatlons In water quality pamm8ters, the input data 
r8quir8m8Ms am much greater. 

PARTll:APPLCA~NOFESTUARINE 
WASlElBADAUXXTKlNMOOELS 

lh8monRorlngdatacollectedinsupportdamodeling 
study b used to: (1) detefmfne the type ol model 
eppllcakn mquhd (e.g. dimensional hy, stat8 WI& 
able@; (2) pwturb the model (e.g. loadings, flows); (3) 
provfdeabasisforaasl@ngrateweWkhtsand 
mocki itlpu pemmwrs (model adlbmtkm); and (4) 
determine Y the modef adequately describes the sys- 
tem (model 8vaiuatfon). 

Th8aperdfktyperddataandquantltyr8qulredwUf 
varywkOh8objeUfvesdtheWUmodelihgstudyand 
th8chamct~dth88stuary.Dataar8afways 
required to deWmIne model morphomeby, such as 
depthsandvdurnes(e.g.avahblefromsouhdtngdata 
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or navigation charts). Data are also required for 
transport. Transport wlthln the modeled system may 
eltherbe!3pdkJ(measwed. e.g. current meters) or 
computed from hydrodynamic models. Flaws into the 
systemmustbemeasured,orlnthecasedtheopen 
boundary, water surface elevations must be deter- 
mined. 

The water quality data required, beyond that needed 
to quantify transport, wsll vary depending on haw the 
variables will be used and their antkipated impact on 
the system. Data requirements wfll differ ll the VVU 
modeling study fs intended for dfssolved oxygen, 
eutrophication or toxks. Concentrations for all per- 
tinent water quallty variables shoufd be provided at the 
model boundaries, providing the perturbation for 
model predkztions, as well as at points within the water- 
body to provide a basis for estimating model 
parameters and evaluating model predictions. Data 
should be available to determine variations in water 
quality parameters over space and time. 

Planning monitoring studies should be a cdlaborathre 
eflort of participants involved in budgeting, fiekl collec- 
tion, analysis and processing of data, quality as- 
surance, data management and modeling acthMes. 

Collaboration insures that fundamental design ques- 
tions are properly stated so that the available resources 
are used in the most effiiient manner possible and that 
all crltkal data for modeling are cdlected. The use of 
monitoring and modeling In an iterative tashion, 
wherever possible. is often the most efficient means of 
insuring that critical data are identified and collected. 
A rigorous, well documented, quality assurance, 
quality contrd (QA/OC) plan should be an integral part 
of any waste load allocation program. 

ModeJlcal-,validatknl,tilJse 
While models can be run with minimal data, their 
predk&ns are subject to large uncertainty. Models are 
best operated to interpolate between existing condi- 
tions or to extrapolate from existing to future condi- 
tions, such as in the projection of conditions under 
anticipated waste loads. The confidence that can be 
placed on those projections is dependent upon the 
integrity of the model, and how well the model is 
calibrated to that particular estuary, and how well the 
model compares when evaluated against an intie- 
pendent data set (to that used for calibration). 

Model calibration is necessary because of the semi- 
empirical nature of present day (1989) water quality 
models. Although the waste load allocation models 
used in estuary studies are formulated from the mass 
balance and, in man-; cases, from consenration of 
momentum principles. ,rlost of the kinetic descriptions 

lnthemodefsthatdescribethechangeinwaterquallty 
areempHcdlydedved.Theseempirkdderlvatbns 
contalnanmberofaMc&nts and parameters that 
are usually determined by calibration using data col- 
lected in the estuary of Interest. 

Calibration done Is not adequate to determine the 
predkWecapabIltyofamodelforapartkularestuary. 
TomapoUtherangeofcondltknsoverwhkhthe 
model can tm used to determine cause and effect 
relatkmships.oneormoreaddltknallndependentsets 
cd data are required to determine whether the model is 
~m~,‘I. This testing exerdse, which also is 

cmnfhmtkn testing, defines the llmlts of 
uwfulness of the calibrated model. without validatkn 
testing, the calibrated model remains a descrtptkn of 
the condltlons deflmd by the calibration data set. The 
uncertainty of any projectkn or extrapolation of a 
calibrated model would be unknown unless this is 
estimated during the validation procedure. 

In addition, the final validation is limtted to the range of 
condltioru, defined by the calibratkn and validation 
data sets. The uncertainty of any projection or ex- 
trapolation outside thls range also remains unknown. 
The validation of a calibrated model, therefore, should 
not be taken to infer that the model is predictlvdy valid 
over the full range of conditions that can occur In an 
estuary. For example, a model validated over the range 
of typical tides and low freshwater inflow may not 
describe condltbns that occur when large inflows and 
atypkal tides occur. 

This is especially true when processes such as sedi- 
ment transport and benthk exchange occur during 
atypical events but not during the normal, river flow and 
tidal events typically used to calibrate and validate the 
model. 

Fdlo~ling model calibration and validation, several 
types of analyses of model pedofmance are of impor- 
tance. First, a senslth4ty analysts provides a method to 
determine which parameters and coefficients have the 
greatest Impact on model predktlons. Second, there 
are a number of statlstkal tests that are useful for 
defining when adequate agreement has been obtained 
between model simulations and measured conditions 
in order to estimate the confidence that may be as- 
signed to model predkti0ns. Finally, a components 
analysis indicates the relative contribution of proces- 
ses to variations ln predicted concentrations. For ex- 
ample, the cause d vkIations of a dissolved oxygen 
standard can be determined from the relative contribu- 
tion of various loads and the effect of sediment oxygen 
demand. BOD decay, nltrifkation, photosynthesis, and 
maeration. 
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Once the modei is calibrated and validated, lt is then 
used to investigate causes ol existing problems or to 
simulate future conditions to determine effects of chan- 
ges in waste loads as part of the waste load allocation 
procedure. Once critical water qualfty conditions are 
defined for the estuary, harbor or coastal area d con- 
cern, determining the waste assimitatlve capacity is 
refatlvely straightforward. Models are available to relate 
critical water quality responses to the loads for most 
problems. However, the definltion of crlticai conditions 
for estuaries is not straightforward. For streams receiv- 
ing organic loads, this is a straightforward matter of 
determining the low flow and high temperature condi- 
tions. In estuaries, fresh water, tides, wind, complex 
sediment transport, and other factors can be important 
to determining the crftical conditions. As of yet, there 
are no clear methods of establishing critical conditions, 
especially in terms of the probability of occurrence. The 
analyst must use considerabie judgement in selecting 
critical conditions for the partkuiar system. Once 
loads and either critical conditions or estimated future 
conditions are specified, the calibrated modei can be 
used to predict the water quality response. The inves- 
tigation may invdve study of extreme hydroiogical, 
meteorological. or hydrographic events that affect 
mixing; waste loadings from point and non-point sour- 
ces; and changes in benthic demands. 

simplffiedlllustrathre -mQles 
This section presents illustrative examples d estuarine 
modeling using both simple screening procedures and 
the water quality model WASPQ. The screening proce- 
dures are based upon simple analytical equations and 
the more detailed guidance provided in ‘Water Ouality 
Assessment: A Screening Procedure for Toxic and 
Conventional Pdlutants - Part 2.” WASP4 exampies 
demonstrate modei based estuarine WIA application. 

WASP4 is a general multidimensional compartment 
modei supported and available through the U.S. EPA 
Center for Exposure Assessment Modeling. 

The examples provided consider eight water quality 
concerns in three bask types of estuaries. A one 
dimen&nal estuary is analyzed by screening methods 
for conservative and nonconsefvattve toxicants and 
chlorine residual. Bacteria and DO depletion are simu- 
lated. Nutrient enrichment, phytoplankton production, 
and DO depletion In a vertically stratified estuary are 
simulated. Flnally, ammonia toxicity and a toxkant in 
a wide, laterally vartant estuary are simulated. 

The screening procedures can be applied using cal- 
culator or spreadsheet. While they may not be suitable 
as the soie justlfkatbn for a WIA, they can be valuable 
for initial problem assessment. Three screening 
methods are presented for estimating estuarine water 
quality impacts: analytical equations for an idealized 
estuary, the fraction of freshwater method, and the 
modlfled tidal prism method. These example proce- 
dures are only applicable to steady state, onedimen- 
sional estuary problems. 

Deterministk water quality modeling of estuarine sys- 
tems can be divfded into two separate tasks: descrig 
tion of hydrodynamics, and description of water 
quality. The WASP4 model was designed to simulate 
water quality processes, but requires hydrodynamic 
information as input. Hydrodynamic data may be 
directly specified in an input dataset, or may be read 
from the output of a separate hydrodynamic model. 
The examples here illustrate tidal-averaged modeling 
with user-specified hydrodynamics. Both the 
eutrophication and toxlcant programs are described 
and used. 

For the six examples using WASP4, background infor- 
mation is provided, the required input data are sum- 
marized, selected model results are shown, and certain 
WlA issues are briefly described. 
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Preface 

The document is the third of a series of manuals provid- 
ing information and guidance for the preparation of 
waste load allocations. The first documents provided 
genera) guidance for performing waste load allocation 
(Book I), as well as guidance specifically directed 
toward streams and rivers (Boo& II). This document 
provides technical information and guidance for the 
preparation of waste load allocations in estuaries. The 
document is divided Into four parts: 

Part 1 of this document provides technical information 
and policy guidance for the preparation of estuarine 
waste load allocations. It summarizes the important 

water quality problems, estuarine characteristics and 
processes affecting those problems, and the simula- 
tion models available for addressing these problems. 
This part, “Part 2: Application of Estuarine Waste Load 
Allocation Models,” provides a guide to monitoring and 
model calibration and testing, and a case study tutorial 
on simulation of waste load allocation problems in 
simplified estuarine systems. The third part sum- 
marizes initial dilution and mixing zone processes, 
available models, and their application in waste load 
allocation. Finally, the fourth part summarizes several 
historical case studies, with critical reviews by noted 
experts. 

Organization: ‘Technical Guidance Manual for Performing Waste Load Allocations. Book Ill: 
Estuaries” 

1 Estuaries and Waste Load Allocation Models 

2 Application of Estuarine Waste Load Allocation Models 

3 Use of Mixing Zone Models in Estuarine Waste Load Allocation Modeling 

4 Critical Review of Estuarine Waste Load Allocation Modeling 
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1. Introduction 

Robert B. Ambrose, Jr., P.E. 
Center for Exposure Assessment Modeling 

Environmental Research Laboratory, U.S. EPA, Athens, GA 

1.1. Background 

This document is the third in a series of manuals 
providing technical information and policy guidance 
for the preparation of waste load allocations (WLAs) 
that are as technically sound as current state of the art 
permits. The objective of such load allocations is to 
ensure that water quality conditions that protect desig- 
nated beneficial uses are achieved. An additional 
benefit of a technically sound WLA is that excessive 
degrees of treatment, that do not produce correspond- 
ing improvements in water quality, can be avoided. 
This can resuIt In more effective use of available funds. 

This guidance document contains seven elements: 1) 
an overview of water quality problems and estuarine 
characteristics, 2) descriptions of estuarine simulation 
models, 3) descriptions of the monitoring and data 
collection necessary for model application, 4) 
guidance on the model calibration and validation, 5) 
simplified exampIe case studies, 6) review and discus- 

sion of past WLA studies, and 7) guidance on use of 
mixing zone models. 

Table 1-1 lists the various "books" and "chapters" that 
make up the set of technical guidance manuals. 
303(d)TMDL program guidance is currently under 
development. This guidance will address programs 
and procedural issues related to total maximum daily 
loads, wasteload allocations, and load allocations 
(TMDLs/WLAs/LAs). 

Users of this manual should be aware that other 
information may affect the wastetoad allocation 
process. For instance, criteria and standards for DO, 
ammonia, and other parameters are in a continuous 
process of change. Therefore, any standards used in 
examples contained in this chapter should not be ap- 
plied to real-life situations without first consulting the 
latest applicable criteria and standards. 

BOOK I 303 (d)/TMDL PROGRAM GUIDANCE 

Under development 

BOOK II STREAMS AND RIVERS 

Chapter 1 - BOD/Dissolved Oxygen Impacts and Ammonia Toxicity 

Chapter 2 - Nutrient/Eutrophication Impacts 

Chapter 3 - Toxic Substance Impacts 

BOOK Ill ESTUARIES 

BOOK IV LAKES, RESERVOIRS AND IMPOUNDMENTS 

Chapter 1 - BOD/Dissolved Oxygen Impacts and Ammonia Toxicity 

Chapter 2 - Nutrient/Eutrophication Impacts 

Chapter 3 - Toxic Substance Impacts 

1-1 



1.2. Introduction to Estuaries 

Estuaries are coastal bodies of water where fresh water 
meets the sea. They are traditionally defined as semi- 
enclosed bodies of water having a free connection with 
the open sea and within which sea water ts measurably 
diluted with fresh water derived from land drainage 
(Pritchard, 1967). These classical estuaries are the 
lower reaches of rivers where saline and fresh water 
mix due to tidal action. The term has been extended to 
include coastal waters such as bays and sounds that 
receive riverine discharge. The backwater river 
reaches draining into the Great Lakes have also been 
included as estuaries. 

Estuaries are biologically productive bodies of water. 
They are the spawning and nursury grounds for many 
important coastal fish and invertebrates. Thus they 
support commercial and recreational fishing and 
shellfishing. Many are valuable for recreational boating 
and bathing, and prized for their aesthetics. At the 
same time, many estuaries house Important harbors, 
ports, and navigation channels. Many have been used 
to dilute and flush municipal and industrial wastewater. 
These various uses of an estuary may cause conflicting 
demands and burdens on its water quality. 

1.2.1. Factors Affecting Estuarine Water Quality 

Estuaries are the crossroads of river, sea, atmosphere, 
and sediment. Most rivers and their associated poI- 
lutant loads eventually flow into estuaries. Many major 
cities and ports are located on estuaries, affecting their 
quality through domestic and industrial wastewater 
and dredging. Estuarine circulation can trap nutrients 
and other pollutants from these waste discharges, the 
upstream river drainage basin, subsurface waters of 
thecoastal ocean, and atmospheric deposition. Under- 
lying sediments can store and transform these pol- 
lutants, either releasing them to the water or burying 
them. Sedimentation processes are filling or altering all 
estuaries in response to sea level changes, sediment 
influx, and intra-estuarine circulation patterns (Shubel, 
1971). The complex loading. circulation, and sedimen- 
tation processes make water quality assessment and 
waste load allocation in estuaries difficult. 

As estuaries mix fresh water with sea water, their 
chemistry varies dramatically in space as well as with 
time. Average values of the major constituents of 
seawater, and average concentrations and ranges for 
macronutrients are reported in Table 1-2 . As a general 
rule, in sea water nitrogen limits phytoplankton produc- 
tivity, whereas in fresh water, phosphorus is the 
primary limiting nutrient. In estuaries, either nutrient 
may limit growth. 

The importance of atmospheric nitrogen deposition to 
estuaries has recently received attention with es- 
timates that up to 39% of nitrogen reaching 
Chesapeake Bay originated in atmospheric deposition 
(Fisher, et al, 1999). Nitrogen may deposit to water- 
sheds or directly to estuaries in rainfall and dryfall, 
which includes the deposition of particles greater than 
3 microns, aerosol impaction, and gas absorption. A 
significant amount of nitrogen input to a watershed is 
removed through denitrification. Estimates range from 
20 - 75% (Waddell, 1999). Annual nitrogen inputs of 
inorganic nitrogen in bulk precipitation across the 
United States range from 0.1 g/m2/year in some 
western locations to as high as 0.8 g/m2/year in the 
east. Organic nitrogen Inputs range from 0.1 to 0.4 
g/m2/year (Waddell, 1999). Dry deposition may ac- 
count for about the same input, doubling the total 
nitrogen Inputs. 

1.2.2. Estuarine Transport 

Transport and circulation processes in estuaries are 
driven primarily by river flow and tidal action. In shallow 
estuaries, wind stress can dominate transport. Lon- 
gitudinal salinity gradients lead to a net upstream drift 
of heavier sea water. Strong river flow or weak tidal 
mixing can lead to vertical stratification, where relative- 
ly fresh water flows over saline bottom water. Entrain- 
ment of bottom water may dilute pollutants in the 
surface, but upstream transport of salt and pollutants 
can occur along the bottom. Coriolis acceleration, 
deflecting currents to the right in the northern hemi- 
sphere, may be significant in large estuaries. 

As a consequence of these complex transport proces- 
ses, estuaries cannot be treated as simple advective 
systems such as many rivers. In rivers, flushing of 
pollutants Is driven primarily by advection. In estuaries, 
however, both advection and dispersion must be con- 

Table 1-2. Major Constituents and Macronutrients in 
Seawater [Smith (1974)] 

Constituent 

chloride 

sodium 
magnesium 

sulfate 

calcium 

potassium 

bicarbonate 
bromine 
silicon 
nitrogen 

phosphorus 

Average Conc. Conc. Range 
(mg/L) (mg/L) 
19350.0 

10760.0 

1300.0 

2700.0 

400.0 

400.0 

145.0 

67.3 
2.0 0.0-4.9 
0.28 0.0 - 0.56 
0.03 0.0 - 0.09 
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sidered. Equations and models used for rtverine waste 
load allocation must be carefully considered before 
application to estuaries. 

1.3. Potential Problems to Address 
Wastewater discharges into estuaries can affect water 
quality in several ways, both directly and indirectly. In 
setting limits on wastewater quantity and quallty, all 
potential problems should be assessed. Wastewater 
iimlts should be set to assure attainment of water 
quaky standards. 

1.3.1. samy 
Salinlty is important in determining available habltat for 
estuarine organisms. Large wastewater discharges 
into relatively small estuaries or embayments can alter 
the local salinity regime through dilution. Large saline 
discharges could introduce excess salinity into fresh- 
water embayments of the Great Lakes. Even when the 
salinity is not affected by the discharge, lt Is measured 
and modeled in order to quantify advection and disper- 
sion. These processes help determine how wastewater 
is assimilated into the estuary. 

1.3.2. Sedimed 
Sediment enters estuaries from many sources, and can 
alter the habhat of benthk organisms. Sediment Is also 
an important carrier of such pollutants as hydrophobic 
organic chemicals, metals, and nutrients. Sediment 
transport can move pollutants upstream, or between 
the water cdumn and the underlying bed. Even when 
wastewater does not introduce excess sediment into 
an estuary, It is often measured and modeled in order 
to quantify the transport of sediment-bound pollutants. 

1.3.3. Bacteria and w..es 
Bacteria and viruses may enter estuaries in runoff from 
farms and feedlots and in efffuent from marinas as well 
as from municipal or industrial wastewater discharges. 
These pathogens may be transported to bathing 
beaches and recreational areas, causing direct human 
exposure and possibty disease. Pathogens also may 
be transported to shellfish habhat; there they may 
accumulate in oysters, clams, and mussels and, sub- 
sequently, cause disease when eaten by humans. 

1.3.4. LNdued oxygen Dep&?tion 
Adequate, sustained DO concentrations are a requlre- 
ment for most aquatk organlsms. Seasonal or diurnal 
depfetfon of DO, then, disrupts or displaces estuarfne 
communities. Ambient DO levels are affected by many 
natural processes, such as oxidation of organic 
material, nltrifkation, d&genesis d benthk sediments, 
photosynthesis and respiration by phytoplankton and 
submerged aquatic vegetation, and reaeration. The 

natural balance can be disrupted by excessive was- 
rewater loads of organic material, ammonia, and 
nutrients. Other sources of nutrients, such as runoff 
from agricultural, residential, and urban lands and at- 
mospheric deposition, also can disrupt the DO 
balance. Excessive heat input from power plants can 
aggravate existing problems. Because of lts Intrinsic 
importance, and because lt Is affected by so many 
natural and man-influenced processes, DO is perhaps 
the best conventional indicator of water quality 
problems. 

1.3.5. Nubient Embtunmt and Otqomductim 
Adequate concentrations of nitrogen and phosphorus 
are important in maintaining the natural productivity of 
estuarfes. Excessfve nutrient loading, however, can 
stimulate overproduction of some species of 
phytoplankton, disrupting the natural communities. 
Periodic phytoplankton “blooms” can cause widely 
fluctuating DO concentrations, and DO depletion in 
benthic and downstream areas. Nutrient loads can be 
introduced in wastewater and runoff and through at- 
mospheric deposition. 

7.3.6. Aquatic T&city 
Ammonia, many organic chemicals, and metals, at 
often very low concentrations, can disable or kill 
aquatic organisms. Acute toxicity Is caused by high 
exposure to pollutants for short periods of time (less 
than 4 days). Chronic toxicity is caused by lower ex- 
posures for long periods of time (greater than four 
days). The toxklty of a chemical can be affected by 
such environmental factors as pH, temperature, and 
sediment concentrations. Overall toxicity results from 
the combined exposure to all chemicals in the effluent 
and the ambient waters. 

7.3.7. Bioaccunui~ and kpsum to Humins 
Lower concentrations of organic chemicals and metals 
that do not cause aquatic toxicity can be taken up and 
concentrated in the tissues of estuarine organisms. As 
fish predators consume contaminated prey, bloac- 
cumulation of these chemicals can occur. This food 
chain contamination can persist long after the original 
chemkai source is eliminated. Humans that regularly 
consume tainted fish and shellfish can receive harmful 
doses d the chemical. 

Human exposure to harmful levels of organic cheml- 
cals and metals can also occur through drinking water 
wfthdrawafs from fresh water tidaf rfvers. 

1.4. ovenrlew of the waste IJmd Iuocatim 
Book I. 303 (d)/TMDL Guidance discusses the overall 
TMDL process, procedures, and considerations. The 
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reader is referred to thls book for procedural guidance. 
This book gives specialized modeling guidance. 

AWLA provfdes a quantltatfve relationship between the 
waste load and the fnstream concentmtbns or effects 
d concern as represented by water quality standards. 
The reltabIfty d this relationship depends upon the 
accuracy and completeness d the data, certain char- 
acterlstics d the model, and the sktfl and judgment d 
the modeler. Durfng the development of a wL4 the 
user combines data and model first to describe present 
conditions and then to extrapolate to possibte future 
condkions. The process is keratfve: observed data are 
used to refine model input (or even model equations) 
and modeling results are used to guide monltorfng 
efforts. 

The WIA process sequentially addresses the topics d 
hydrodynamics, mass transport, water quality kinetks, 
and for some problems, bbaccumulation and toxicity. 

7.4.7. Hydmo+parn~ 
The topic of hydrodynamics addresses where the 
water goes. Both primary and secondary water circufa- 
tion patterns can significantly affect water quality. In 
some estuaries, monltoring programs can adequately 
quantify the primary circulation patterns associated 
with tidal excursions and tributary inflow. 
Hydrodynamic models may be needed, however, to 
Investigate secondary currents assoctated wtth the net 
residual tidal action. wind, denslty differences, or 
Coridis acceleration. Hydrodynamic models also may 
be used to interpolate data between monltoring sta- 
tions or to extrapolate data to future conditions. The 
final result of the hydrodynamics study is a record of 
water n0w and volume (or veloctty and elevation) 
throughout the water body over an appropriate period 
of time. 

1.4.2. Mass Transport 
Mass transport addresses the fate of dissofved, non- 
reacttve substances. These tracers are subject to ad- 
vectlon with the water currents and to turbulent 
diffusion. If only the primary circulation is resofved in 
the hydrodynamics step, then secondary circulation, 
such as density currents and lateral shear, are 
parameterized into dispersion coefficients. The values 
of these coefficients are determined by calibrating the 
model to salinity or dye tracer data. This calibration 
process also can be used to refine the advective flows 
estimated in the hydrodynamics step. Recalibration of 
advective flows based on tracer data can be particular- 
ly important in cases where net tributary inflow to the 
estuary is uncertain. The final result of the mass 
transport step Is a record of advecthre and dispersive 
fluxes (or the appropriate model coefficients) for dis- 
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sotved. nonreactfve substances throughout the water 
body over the perlod d study. 

1.4.3. wafer tbaI@ Kinetics 
Water qualify kinetics describe what happens to a set 
of physical, chemical, and biological constituents as 
they are transported throughout the water body. The 
set of constftuents modeled depends upon the water 
quality probtem of concern. General models are avaIl- 
able descrlblng the primary constituents and reactions 
for the water quality problems outlined In thls manual. 
For most WIA studies, the user must provfde ap 
propriate ske-specffic values for the reaction codfi- 
dents and the environmental condftlons (such as 
temperature, sunlight, and pH). In some complex 
studies, the user may have to modify model equations 
describing the reactions or add more simulated con- 
stltuents. Although literature values are availabte to 
guide initial model parameterization, local monitoring 
data are required to refine these values and construct 
a site-specHlc model. The user arrives at appropriate 
parameter values through an keratlve model calibra- 
tion and testing process. The final result of the water 
quality kinetics step Is a record of constituent con- 
centrations throughout the water body for the period 
of study and for hypothetical future periods under 
various waste load management strategies. 

1.4.4. Bioaccundabbn and T&&y 
Often, water quality constituent concentrations (or 
toxlcfty units) are directly compared with appropriate 
standards to Infer potent&l risk to humans or the 
aquatic community. Waste loads may be adjusted so 
that concentrations do not exceed (or fall below) these 
standards under design conditions. Alternatlvely, 
waste loads may be adjusted so that concentrations 
exceed standards for less than a specified frequency 
and duratlon over a realistic range of future conditions. 

Recent advances In environmental toxicdogyallow the 
direct calculatbn or simulation of bloaccumulatlon and 
toxlcfty for some classes of chemicals. To slmulate 
bloaccumulation by lndivldual fish (or a local species 
of fish), the user must specffy an exposure scenario 
plus a few physldoglcal parameters, Although Iltera- 
turevalues for the parameters are available, monitoring 
data should be used for site-specific calibration. Direct 
toxicity due to the narcotic effects of neutral 
hydrophobic organic chemicals can be predicted. TO 
simulate food chain bbaccumulation. the user must 
define the main components of the local food web (who 
eats whom), and calibrate the physiological 
panmeters for each. This task requires consIderable 
judgment and a good data base. 



15 Steps in the Modeling Promos 
For each of the topics addressed in a modeling study, 
several steps are applied in an iterative process. The 
first step Is problem identiflcatlon. The modeler reviews 
existing data related to all potentlal problems, which 
were dlscussed In Section 1.2. The second step Is 
model Mentificatlon. Startlngwtth knowledge of the stte 
and the water quality problems of concern, the modeler 
reviews existing data and kfentifles an appropriate 
simulation model or data base. Addltlonal monftorlng 
Is planned to galn further knowfedge about existing 
conditims and important processes. 

The third step Is inftlal cafibratlon of the model to 
existing data. Where site-speclflc data are lacking. 
Ilterature values and user Judgment are employed. 
Sensftlvfty analysis Is used to estlmate the uncertainty 
In model predlctlons due to each uncertain input. Thls 
Information can be used to gulde ongoing monttortng 
eff arts. 

As more data sets become available, the calibrated 
model Is tested and refined. Recalibration should ad- 
dress all previous data sets. Throughout this step, the 
user should be guided by the principle of parsimony - 
calibration and valkfatlon of the model should be ac- 
complished wlth the fewest possible parameters. A 
single longitudinal dispersion coefflclent that ade- 
quately represents an entire estuary Is preferable to a 
series of coefficients that allow a sflghtly better fit to 
data. Model parameter values should be consistent 
across the range of tested data. If values must vary. 
they should follow some rational function. This func- 
tional relationship becomes an external part of the 
model that should be documented and tested. 

After some effort at recalibration and testing, the 
modeler decides elther that the model Is sufficiently 
reliable to produce a sound waste load allocatfon, or 
that available time and resources do not permit con- 
tlnued refinement. At thls point, the degree of model 
validation must be assessed. Traditional practice dlc- 
tates that an independent data set be used for a final 
validation test of the model. Sometimes such a data set 
Is unavailable, or has already been used in the 
recalibration process. In any case, a final uncertainty 
analysls should document the model’s expected 
rellabillty over the range of condltlons tested. Validatlon 
is contingent upon the waste load options to be con- 
sidered. A model may be consMered valid to study 
some options, but lnvalld to study others. 

After the WtAs have been put Into effect, some degree 
of monltoring should be pursued to track the effecthre- 
ness of the actual waste load reductions In meeting 
water quality goals. When sufficient data are available, 
a post-audtt should test model predltiions under the 
new conditions. Refinements In the model at this point 
may guide refinements In the waste load allocation and 
contribute to more Informed )udgment In future stuclles 
hvdvlng slmllar pollutants and estuaries. 

The bask estuarlna guidance document Is comprised 
of four parts. Part 1, %tuaries and Waste Load Alloca- 
tlon Models,” summartzes the Important water quaftty 
problems. estuartne characterfstlcs and processes af- 
fectlng these problems, and the simulation models that 
are avatlable for addressing these problems. Part 2, 
“Appllcatlon of Estuarlne Waste Load Allocatlon 
Models.” provtdes a guide to monltorlng and model 
calibration and testing, and a case study tutorial on 
slmulatlon of waste load allocatlon problems In 
simpfffied estuarine systems. 

Part 3, “Use of Mlxlng Zone Models in Estuarfne Waste 
Load Allocations,” summarizes lnltlal dllutlon and 
mfxing zone processes, avallabfe models, and their 
application In waste load allocation. Part 4,“Crftlcal 
Review of Estuarfne Waste Load Aflocatlon Modeling,” 
summarfzes several hlstorfcal case studles, wfth crftlcal 
reviews by noted experts. 
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2.1. Organization Of This Section 

This section is organized into six major parts. Section 
2.2 contains an overview of estuarine morphology and 
classification. A more detailed description of physical 
processes impacting estuarine circulation and mixing 
is provided in Section 2.3. Subsequent parts of Section 
2 deal with major processes affecting water quality, 
including sediment transport and sediment water 
quality interactions (Section 2.4). organic wastes, dis- 
solved oxygen (DO) and nutrients (Section 2.5). 
synthetic organic chemicals (Section 2.6), and metals 
(Section 2.7). Sections 2.2 to 2.7 provide an overview 
of processes followed by supplemental text describing 
in greater detail how each of these basic processes are 
described in estuarine waste load allocation (WLA) 
models. 

2.2. Estuarine Morphology and Classification 

The geomorphology of estuaries strongly affects the 
transport of pollutants and ultimately their water quality 
characteristics. Estuarine depth controls propagation 
of the tidal wave. Shallow channels and sills Increase 
vertical mixing; deep channels are more likely to be 
stratified and to have greater upstream salinity in- 
trusion. Shallow sills near the mouth of an estuary may 
limit circulation and flushing of bottom waters. The 
length of the estuary and conditions at the upstream 
boundary determine the type of tidal wave, the phase 
between current velocities, and the tidal heights. The 
width affects velocities (narrow constrictions increase 
vertical mixing and narrow inlets restrict tidal action). 

Wind-induced circulation is transient and interacts with 
channel geometry to produce various circulation pat- 
terns. Estuaries have typically been classified based on 
their geomorphology and patterns of stratification and 
mixing. 

Based on their hydrodynamics, estuaries have been 
classified as sharply stratified, partially stratified and 
well mixed (Bowden 1967, Pritchard 1967). Sharply 
stratified estuaries exhibit little mixing between the salt 
wedge and fresh water flow. Examples include fjords 
and salt-wedge estuaries. such as the Mississippi River 
estuary. In sharply stratified estuaries tidal action is not 
sufficient to mix the separate layers. Completely mixed 
estuaries do not exhibit significant vertical density 
variations and tidal flow is normally greater than fresh 
water inflow. Examples of this include the Delaware 
and Raritan River estuaries which are normally well 
mixed. Partially stratified estuaries are intermediate 
between sharply stratified and completely mixed es- 
tuaries. Partially stratified estuaries exhibit significant 
vertical density gradients but the gradients are less 
sharp than in sharply stratified estuaries. Examples 
include the James River Estuary (Mills et al. 1985). 

Hannsen and Rattray (1966) proposed a classification 
scheme based on vertical variations in salinity and the 
strength of the internal density-driven circulation. A 
stratification parameter is computed from the vertical 
salinity gradient which is then compared to a circula- 
tion parameter computed from net surface and fresh 
water flow velocities. These parameters are calculated 
at various points along the estuarine channel and may 
be used to estimate degree of stratification of the 
system. Further description of the method is provided 
by Mills et at. (1965). 

Based on their geomorphology, typical classifications 
(Fischer et al. 1978) are: (1) drowned river valleys or 
coastal plain estuaries (e.g., Chesapeake Bay. 
Delaware Estuary), (2) bar-built estuaries (e.g., Galves- 
ton Bay, Pamlico Sound), (3) fjords (e.g., Puget 
Sound), and (4) other diverse formations (e.g., San 
Francisco Bay). 
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Coastal plain estuaries are generally broad and Ma- 
tively shallow (rarely over 30 m in depth) with gently 
sloping bottoms and depths Increasing uniformly 
towards the mouth and with extensive areas of 
deposited sediment. Such estuaries usually have been 
cut by erosion and are drowned river valleys, often 
displaying a dendritic pattern fed by several streams. 
Coastal plain estuaries are usually moderately stratified 
and can be highly influenced by the wind. The majority of 
estuaries in the contiguous United States are of the 
drowned river or coastal plain type. 

Bar-built estuaries are bodies enclosed by the deposi- 
tion of a sand bar off the coast through which one or 
more channels provide exchange with the open sea. 
These are usually unstable estuaries, subject to 
gradual seasonal and catastrophic variations in con- 
figuration. Many estuaries along the Gulf Coast and 
Lower Atlantic regions are of this type. They are 
generally shallow (e.g. a few meters deep or less), often 
vertically well mixed, and highly influenced by wind. 

Fjords are generally long and narrow with steep sides 
and relatively deep waters. They typically are strongly 
stratified and have shallow sills at the estuarine mouth 
that often limit mixing of deep waters. They usually are 
formed by glaciation and are typically found In Alaska. 
The fresh water streams that feed a fjord generally pass 
through rocky terrain. Little sediment is carried to the 
estuary and the bottom is likely to be a rocky surface. 

Estuaries not covered by the above classifications 
usually are produced by tectonic activity, faulting, 
landslides or volcanic eruptions. An example is San 
Francisco Bay which was formed by movement of the 
San Andreas Fault system (MillS et al. 1985). 

2.3. Factors Affecting Circulation And Mixing 

Estuaries and coastal seas have circulation patterns 
that are highly variable in time and space. Awareness 
of characteristic time and space scales of flows 
generated by the tides, winds, density gradients result- 
ing from the Interaction of fresh and ocean water, and 
the effects of the earth’s rotation (the Coriolis force) will 
help to define the mixing regime of the water body. 
Estuaries generally are large water bodies that have 
more vigorous circulations than occur in rivers and 
most lakes. Like rivers and lakes, however, internal 
factors such as friction and vertical mixing play similar 
physical roles in the marine environment to those in 
fresh water systems in the redistribution of pollutants. 
The existence of stratification (vertical density 
gradients) in estuaries, as well as the more complex 
external forcings (such as tidal fluctuations), modify the 
effects of vertical mixing and friction to the extent that 
parameterizations used to evaluate mixing in fresh 
water must be used with caution if at all. This section 
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briefly discusses the physical forces affecting es- 
tuaries. More extensive discussions can be found in 
standard texts on estuaries such as that by Fischer et 
al. (1978). 

2.3.1. Tides 

The ocean tides are produces principally by interaction 
of the gravitational fields of the earth, moon, sun and, 
to a lesser degree, other solar system bodies. The 
principal effects are caused by the moon and occur on 
a roughly 12.4-hour period. Solar effects occur at 1-day 
periods. Because all the bodies in the solar system are 
in motion relative to one another, the effects of their 
gravitational fields vary in time. one result is the familiar 
spring-neap cycle of tides. Astronomical tidal motion 
is highly predictable. Such information is published 
annually in the National Ocean Service Tide Tables and 
Tidal Current Tables. Tide tables provide predictions of 
times and heights of high and low water. Tidal current 
tables provide predicted times, magnitudes and direc- 
tions of maximum ebb and flood and high and low 
water slacks for principal coastal stations referenced 
to the standard locations. 

Tides are expressed in terms of amplitude (the variation 
of water level about some datum level) and tidal current 
(the ebb and flood velocity fields). Tidal amplitudes In 
North America vary from tenths of meters In the Gulf of 
Mexico to more than 10 meters in parts of Alaska and 
the Canadian Maritime Provinces. Tidal current mag- 
nitudes are also highly variable, with the highest values 
being recorded in topographically constrained straits. 
Tidal amplitude and tidal current are usually out of 
phase so the time of high water is not the same as the 
time of high water slack. Such differences in phase and 
interaction between main and side channels can lead 
to tidal trapping of parcels of water In side channels or 
embayments. 

The affect of the tides is to cause: (1) time-variable 
mixing through frictional interaction with the bottom 
and (2) spatially asymmetric flow patterns on ebb and 
flood through interaction with the bottom topography. 
The interactions of the tides with other driving forces 
and with topography also may result in residual circula- 
tion patterns of small magnitude but great persistence, 
which could play a significant rote In the transport of 
pollutants. 

2.3.2. Earth’s Rotation Effects - Coriolis Force 

The effect of the earth’s rotation on the motion of fluids 
is to deflect the flow to the right (left) in the northern 
(southern) hemisphere. In estuaries wide enough to be 
affected by this force, the effect is to move less dense 
water to the right (left) side, looking seaward, of the 
estuary. A further effect is that the interface between 



waters of different densities tends to be sloped as the 
pressure gradient forces and the CoMisforce balance 
each other to achieve geostrophk balance. The effect 
can be enhanced in estuaries by the action of the tides 
and can resuft in regions of persistent Inflow of sea 
water on the left and outffow of fresher water on the 
right. The Coriolis effect is considered Important for law 
Rossby numbers (NR ~0.1, where f+Jn fs the Rossby 
number, the ratio of the Inertial force to the Cork&i 
force). 

The time scale for rotatkxal effects is the local inertial 
period, which increases north to south. Inertial periods 
for the contiguous states range from about 15 hours In 
Washington state to 30 hours In southern florlda. The 
appropriate length scale In estuarfes fs the internal 
Rossby mdlus, which Is the ratio d the fntemai wave 
speed to the local Inertial frequency. This length scale 
accounts for both local density structure (degree of 
stratification) and water depth. 

2.3.3. Fmh Water Mow 
Fresh water Mow vdume to an estuary can vary from 
short-term response to local storms or the passage of 
hurricanes to seasonal wet and dry cycles. In some 
estuaries, the volume of fresh water Is suffklent to 
maintain a density difference over large distances 
before being completely mixed into sea water. Such 
density differences result in flow patterns that tend to 
maintain the density differences. Areas wtth hlgh 
gradients, the pycnocline and fronts, tend to resist the 
localized processes of mfxing and may msuft fn”pods” 
of fresher water confined along one section of the 
coast. Examples include the Chesapeake Bay Plume 
and a band of fresher water confined within about 15 
km of the shore along the South Atlantic Sight (Georgia 
and the Carolinas). Pdlutants introduced into these 
waters may be confined there for relatively long 
periods. 

Increased fresh water Inflow can change the character 
of an estuary from wetf-mbred to partially mbced or 
possibly stratifkxf. Decreased inflow coufd have the 
opposite effect with concomitant Mxeased upstream 
lntruslon of sea water. Such changes ln the vkinlty of 
an outfall can change the degree of mbring of the 
effluent. Fresh water Mow varies prfmadly on seasonal 
scales but large amounts of fresh water can be Intro- 
duced to estuarlne systems by severe storms, espe- 
cially tropical cyclones along the East and Gulf Coasts 
during late summer and fall. The response d estuarine 
circulation to changes In fresh water flaw will vary 
according to the type of estuary. The time tie of the 
response is roughly the flushing time of the water body, 
which can vary from a few days for an estuary with large 
fresh water flows and strong tides (the CdumMa Rfuer 
estuary) or for numerous shallow estuaries along the 

Gulf Coast (the Bmzos Rfver and Cokxado River Es- 
tuaries) to sevemf mMhs for an estuary that is shaffow 
and has weak tides such as Pamlko Sound. 

2.3.4. Ftwon and wrfica/ Jming 
Frktbn is the term In the equations of fluM motion that 
accounts for the dlsslpatbn of energy by small scale 
turbuIentmdbna SImIIarfy,turbuIencegenerated by 
vertical shear ln the fluid tends to mix dksdved con- 
stituents and acts to reduw sharp vertical gradients. 
Frktbn forces retard or ohange~ the direction of fluid 
Wow. Thefrktbn term Is used here to pammeterfze the 
turbulenttransferdmomenha and mass wfthln a flukl 
or between the fluid and the boundarIes, such as 
--w and the water (wind stress) 
orbetweenthewaterandtfwbMtom. Frktlonaleffects 
are seen fn the formatlon of turbulent boundary layers 
In fluids and In the turklent mbcfng of properties in 
those layers. Frictional effects have rather short time 
scalesforsmallscaleturtUenc8butseveralhoursmay 
be required for the frkztbnai spindown of a ffuM flow 
after tts drlvlng force is removed. Bottom boundary 
layers may have vertical scales up to 10 meters, 
whereas hortzontal boundary layers can be several 
kilometers wide. In general, the effects of horizontal 
boundary layers are Ignored and efforts concentrate 
onthevertkallayerscaused byvvlndstmssandbottom 
interactbns. Because the s43le of the vertical layers is 
small, shallow water is more easily affected by friction 
than deep oc88n waters. Generally, the stronger the 
Jfows. either due to tides or wind effects, the more 
turbulent the water column with a tendency for rapk! 
vertical mbclng. 

23.5. /bWembgW E&c& 
Meteordogicaf effects considered here are the result 
of both local and remotewlnd forcing and otheratmos- 
pheric pressure fordng separate from the wind. Rainfall 
as an input of fresh water ls consfdered separately. 
WlncJ effects Include generatIon of persistent circula- 
Won patterns caused by seasonal weather changes in 
a partkular area. mmMlcatlon of circulation patterns by 
locallzecl weather, and gemmtkm of waves and storm 
surgea water responds to an applied wirid stress 
wlthln a few fmurs and to the cessation of the wind in 
aborrttheclametimeframe.Thewkdsvaryonavariety 
dthescafes,suchasdlelvahtbns (SW breeze), the 
tlmescaleol~passageu3andtfn3semsomlchan- 
ges In prevalllng wlnda VarlaMlty of wind speed and 
dfrectbnoverperlodsshorterthanthefrontafpassage 
scalewiUbeevidencedprlmarllyhtheproducthof 
turbufent mMng wfthln a few meters d the surhxe. 

Atmospherk prwsure affects sea level thrwgh the 
“inverse barometer effect where low atmospheric 
pmssumscuusetheseafeveftobehfgberthannormal 
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(about 1 cm per millibar) and high atmosphe& pres- 
surelowerstheseakvd.Thiseffectandthoseas- 
so&ted wfth strong wfnds (wfnd setup and setdown) 
modify the astronomical tides and are called 
meteordogicaltidea 

Inestuarieswfthrdatfvdysmallingutdfreshwaterand 
small tide range. such as Mobife Bay, Alabama, wind 
is the dominant force in drfvfng the overall cfrclrlatfon 
and In generating turb&mt mMng. The wlnd driven 
cimrlatkmhastimescaksofafewdaysatthepefbd 
oflocAfrontalpmsages.Onopencoastllnesthewlnds 
are also the dominant fordng mechanism through the 
generatkndlong+erWwaves(fengthscafasoforder 
lOotoloo9km.timescal8s2to10days).Sealevel 
fluctuatkms due to strong storms (i.e. tier or ex- 
tmtroplcai cydones) are called storm surges Sikh can 
have devastating effacts on law fyfng coastal regions. 
In this way, both locai and remote winds can play a 
large role in the dynamics of an open coast. 

See Supplement I for greater detail on 
how processes affecting circulation 
and mixing are described in estuarine 
models. TM Supplement is found on 
page 2.10 at the end of this chapter. 

2.4. Sedment Thmpoit and Sedimenvwaber 
Q-w- 
2.4.1. Cmcqfs 
Sediment typically Is associated with agricultural and 
urban runoff. Sediment not only affects water 
transparency, but can carry chemicals such as 
nutrients and toxk substances Into recefvlng waters. 
Therefore. an important aspect of water quality model- 
Ing Is the capabIlity to simulate sediment transport and 
sedimenthvater lnteractk3ns. 

Unlike rivers, Sikh have reasonably constant water 
quality conditions, the large changes in salinity and pH 
in an estuary directly affect the transport behavkr of 
many suspended sokfs. Many colloidal partkles ag- 
glomerate and settle in areas of significant salinity 
gradients. 

Sediments are also in a constant state of flux due to the 
time varying currents in estuaries, and movement of 
sediments along the bottom often does not occur in a 
net downstream direction as In stream reaches. Con- 
sequently estuaries tend to trap sediments (Mills et al. 
1985). 

Estuarfne sediment transport has two main com- 
ponents-bedbadandsuspendedload-bothof 
WhkJltMyb9hlpOtWflt. 

E~~wh~~0sedknentbmnsport9d-b~then0~. 
dapodtadsadimantscanhaveastronglnfluenceon 
water qudlty h the ovatying water. Through adsorp- 
tlor4bkfflmasslm&t&nandotherchemka&k&emi- 
cd transbmtkms, sediments can become slnks or 
sources of materfah such as oxygen, toxk chemkals. 
or rim. 

For water quatfty aswssment purposes, the finer frac- 
tions of matalals (silts. days, organic detrftus and lhre 
plankton materials) are c&n of most knportance. Par- 
tidesarecharacteriredbysbe,bhape.d~,surface 
area, and sudace ptykal and chemkal properties 
indudhg skctrk charge. A review of particle raglme 
compositkn, limlwbr and Interaction wlth water den- 
sky was gfven by IA (19?7). 

242 Rmesses 
24.2.1. Fall Vdocttles, Settling, Deposition 

For water quality modeling. the fall velocity of partkles 
and their resistance to resuspension under shear 
stress, once they are deposited, are most significant. 
Fall veioclties are functions of size. shape (drag coefll- 
dent) and density ( ol both the water and partick) and 
can be reasonably well predicted for larger mineral 
particles (DIetrIch 1992; Gibbs et al, 1971). For 
mkrometer-size partldas and particularly for organic 
pmtkks, the large dlvemfty In s&es. shapes, and den- 
sity (f-al 1977; fvas 1973) often require indirect deter- 
minatlons of fall vefocltks from settling traps or mass 
balances. Settling velocities are used to calculate the 
movement of sorbed chemical downward through the 
water cdumn. The settling characteristks of pertkles 
may vary as they respond to water quality conditkms 
In an estuary (See 2.4.2.4.). 

2.4.2-2. Rasuapenalm, Scouring, Erosion 

The resuspension or entminment of sediments ls a 
function of the wdiment pmpati~, and n0w-id~ed 
shear stress at the sediment-water interface. For non- 
cohesive sediments, this relationship is “explosive’ in 
nature. Very low or no resuspension occurs until a 
threshold shear stress is reached. Then resuspension 
rates increase in proportion to some power of the 
excess shear stress. 

For cohesive sediments, which are of primary interest 
in water quality studies, entrainment is affected by 
salinity, sediment type, mkrdauna, organic content, 
and the time-history of the bottom sediments (Sheng 
1993). Bed compaction may result In there being a flnlte 
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amount of sediment that can be entrained at a given 
shear stress (Lkk et al. 1987). where the amount 
depends upon the time-history of the bottom sediment, 
rather than entminment depending sotety on partkte 
den&y and shear vefocfty. The tack of well established 
descriptions of entminment for co&&e partkles re- 
qulres sfte-spectfk caflbratkn to reffne inftiaf estimates. 

24.23. Coh8slon 

Cohesion of partkks In the deposIted bed Increases 
the resistance to mwpedonandisafunctionof 
consolklatbn hIstory (Stefan, Ambrose and Dortch 
1988). Investigatbns of thb behavkr have been re- 
viewed by Mehta (1986). In addltkn to bedshear, stres- 
sesduetowtnddrfvenfbwsandperturbatknsbyboat 
movemnt or organisms (bbturbatbn) can greatty in- 
crease rates of resuspenskn of wheslve sediments. 
Aesuspensfon effects of wfnd have been conceptual- 
ized by Rodney and Stefan (1987). 

2.4.2.4. Coagulation and flocculation 

Extremely fine particles often destabUlze (coagulate) In 
regions of signifkant salinity gradients and agglo- 
merate to form larger partkles (flocctdate). The re- 
sulting fbc may then settle at a much different rate, due 
to the greater agglomerated mass, than the lndivkfual 
parlkles. Coagulation occurs when ekctrofytes, such 
as sodlum chkrtde. neutrathe the repdstve forces 
between day partides allowing them to adhere upon 
coflision (fbccufate). Fkccutatkn rates are dependent 
upon the size dlstrlbutbn and retatfve composltlon of 
the clays and electrolytes and upon local boundary 
shear stresses (Mills et al. 1985; Stefan, Ambrose and 
Dortch 1988). 

2.4.2.5. Sorption 

Suspended sediment, beddes being a very Important 
water qualtty pammeter in tts own rigM, also can have 
a very strong relatlonshlp with chemkal species dis- 
sotved in the water through adsorptkn/deso@on for 
example, of nutrtents or synthetic organks (often toxic 
materials). This is an area of very acthre research (e.g. 
Gdterman et al. 1953; Stumm and Morgan 1951; 
Karkkhoff 1984) and will be addressed In a later section 
in more detail. 

24.26. Bottom Boundary byer 

The interaction between partides and water chemistry 
becomes particularly complex near the bed because 
of: (a) strongvertkalvdocttygradientsassodaledwtth 
shear forces; (b) acttvltles of organfsms such as 
bMms, invertebrates, crustaceans andfish; and (c) 
pore water movement, which leaches Into and out of 
the outlying waters. 

Mkrocosm models or measurements of these systems 
are necessary to pfuvkle the Input or withdrawal rates 
of dlssofved substances. Examples indude sedimen- 
tary oxygen demand (Chen et al. 1984, Gantzer et al. 
1988). phosphorus release and polychlorfnated 
blphenyl (PCS) resuspenskn. 

See Supplement II for greater detail on 
sediment transport and sediment/ 
water quality Interactions. This Sup- 
plement is found on page 248 at the 
end ot thls chapter. 

25.1. cmc8pfs 
Thb section Is a brief overvkw of the common pro- 
cesses used to model organic wastes, DO and 
nutrients (referred to as conventional potlutants) and 
thelr Interactions. For more detailed Information, the 
reader should refer to other resources (sowie et al. 
1985; Orbb 1983; Chapra and Reckhaw 1983; Tho- 
mann and Mueller 1987). The focus of WLA models of 
conventbnal pobtants is often DO and biochemkal 
oxygen demand (BOD) as a general measure of the 
heatth of the system, or the focus can be primary 
productlvlty when eutrophkatbn Is the major concern. 
Conventional WU4 models usually indude temper- 
ature, major nutrients, chemical characteristics, 
detritus. bacteria, and primary producers. WtA models 
may in&de higher trophk levels (I.e. zooplankton and 
fish) because of their effects on other more important 
variables, such as phytoplankton, BOD and DO. 

ZoopIankton and fish also provide a means of contrd- 
ling lower trophk tevets, which can aff ccl nutrients and 
DO (bio-manipulation). Additional Information on 
rnoddhg these procesw Is provided In Section 3. 

252 Fate Recesses 
Upon entry to the estuary, settling of particulate or- 
ganic matter and particulate nutrients generally oc- 
cum. High ftow events may scour previously deposited 
mater&t. Organic matter is oxidized, drawing upon the 
DC suppfy, which is reptenished by reaemtion. 

Organic nkrogen Is mlnemlited to ammonia, which 
reaches equitibrium with its ammo&urn form. Nitrifka- 
tbn further draws upon the DO supply converting 
ammonia to nltrfte and then nitrate. Nitrate my be 
converted back to ammonia or to nitrogen gas through 
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denMfkatkn In low Do regkns of the estuary. Am- 
monia and nitrate may be taken up by phytophnkt0rr 
and aquatic plants and bwrpomted into the food 
chain, eventually returning to the water as organk 
nttrogen. 

Organk phosphorus Is mlnemllzed to orthophosphate, 
whkh reaches sorptfve equftlbrlum wtth suapendecf or 
benthk sediment. Partkulate sorbed phof@ate set- 
tles; dissolved phosphate Is rapldly taken up by 
phytoplankton and aquatk plants and lncqwated 
into the food chain, eventually returning to the w&r as 
organic phosphorus. 

Organic material deposlted to benthk sedfment Is 
oxldized in rhe upper aerobk layer, and reduced In the 
lower anaerobic layers. Upward ffuxes of ammonia and 
reduced organic species are produced, the latter con- 
tributlng to sediment oxygen demand. 

The transfer, or flux of phosphorus, across the sedi- 
ment water interface is enhanced by anaerobic condi- 
tions as particulate phosphorus may be resolubltized 
and reenter the water. In some aquatic environments, 
net sedimentation buries a substantial fraction of the 
nutrients and organic matter deposited to the bed. 

Although many of these fnteracting fate pathways are 
well known and included in most recent conventional 
water quality models, accurate slmufatkns remain dif- 
ficult. Extensive sfte-specifk data collection is requlred 
to characterize both the sources and the process rates 
over the range of expected conditions. Many of the 
rates are biologically mediated, with descriptive con- 
stants and parameters that vary both with en- 
vironmental conditions and predominant species. The 
major pathways and cycles will be briefly discussed in 
the following sections and the supplement from the 
model developer’s perspectke. Additional information 
is provided in Section 3. 

2.5.2.1. Phytoplankton Kinetics 

Phytoplankton kinetics assume a central rde In eutro- 
phication affecting both the nltrogen and phosphorus 
cycles, the DO balance, and food chain response. 

The reaction term for phytoplankton is expressed as 
the difference between the growth rate and the death 
and settling rates in each volume element. The growth 
rate of phytoplankton is a complicated function of the 
species present and their dfffering reactions to solar 
radiation, temperature. and the balance between 
nutrient availability and phytoplankton requirements. 
Phytoplankton “death” rates are conventionally ex- 
pressed as the sum of the endogenous resplmtkn rate, 
the death rate, and the grazing rate. Available informa- 
tion does not allow simulation of individual species in 

a natural environment. Hence, models either simulate 
thephytoplanktoncornmunityasawhole. orasdasses 
such aa greens, diatoms, blue-greens, and dlnoflagel- 
lates. 

Phytoptankton klnetks affect the oxygen, nftrogen, 
phosphonrs. and carbon cydes prfmarfly through up- 
take and secondarily through death. Proper specifka- 
tion of average stoichiometry Is necessary to 
accurately model these intemctlons. The mtbs of 
phytoplankton carbon to phytoplankton nftrogen, 
phoqhoms, and &bmphyN-a vary among species 
and In time. Few applied modeling frameworks ac- 
count for the dynemks of stokhlometry. The user is 
forced to specify everagevalues or those characteristic 
of stressed systems. 

25.22. The Phosphocus Cycle 

Organic phosphorus in the water is present in various 
particulate and dissolved forms that mineralize and 
settle at different rates. Some models lump all organic 
phosphonw into a single state v&able; others diviie 
organic phosphorus into two, three, or four state vari- 
ables that differ in settling and mineralization rates. 
Mineralization or bacterial decomposition is generally 
modeled as a first order tempemture-corrected reac- 
tion, although second order and saturating rates based 
upon phytoplankton biomass have been employed. 

Dissotved inorganic phosphorus sorbs to suspended 
particulate matter in the water cdumn. Subsequent 
settiing of the solids and sorbad phosphorus can pro- 
vlde a signffkant loss mechanism of phosphorus from 
the water column to the benthos. Process based func- 
tions that accurately calculate the phosphorus partition 
coefficient would improve prediction of this important 
variable significantly. Phosphorus may resdubilize 
under anaerobic conditions and the flux of phosphorus 
to the water column may be enhanced under anaerobic 
conditions at the sediment-water interface as well as 
by high pH conditions. 

Dissolved Inorganic phosphorus is taken up by phyto- 
plankton at the stdchkmetrkatly maWied growth rate. 

Although there is evidence for ‘luxury storage” of inor- 
ganic phosphorus In phytoplankton, most models as- 
sume the internal pod of phosphorus is biomass. 
Grazing causes transfer of phytoplankton phosphorus 
up the food chain. Upon respiration and death. 
biomass phosphorus is recycled to the various forms 
d organic and inorganic phosphorus at user-specified 
ratios. 

2-5 



2.5.2.3. The Nitrogen Cycle 

Nitrogen may be characterized as organic and fnor- 
ganic forms, where inorganic forms may in&de am- 
monb-nitrogen, Mate-nitrogen and nftrlte-nltrogen. 
As for organic phosphorus, some models lump all 
organic nftrogen into a single state variable, whereas 
others diviie organic nitrogen into two, three, or four 
state variables. Some modeling approaches use 
nitrogenous biochemical oxygen demand (NBOD) as 
a state variable. Mineralfzatfon to ammonia can be 
represented as first-order, or second order or saturat- 
ing dependence on bacterial biomass. 

Ammonia-nitrogen in the presence of nitrffyfng bacteria 
and oxygen is convened to nitrite then nftrate-nitrogen. 
The process of nttrification in natural water Is complex, 
depending upon DO, pH, total inorganic carbon, 
alkafinify. Nitrosomonas and Nitrobacter bacteria, and 
flow conditions. 

Most models represent the reaction with a first-order, 
temperature-corrected rate constant. 

Some models treat Mate and nitrite-nitrogen as a 
single lumped varfabfe. Some modefs allow spatial 
variations calibrated by the user or empirical DO limfta- 
tion terms. Obviously, a process-based predicttve 
function for this rate would be quite vafuabfe. 

Denitrifkation is the reduction of nitrate to ammonia 
and nitrogen gas. Primarily a benthic reaction, ft is 
included in some models as a loss rate of nitrate. It Is 
modeled as a first order reaction, sometimes multiplied 
by a modified Michaelis-Menten term to suppress the 
reaction in the presence of a small amount of oxygen. 
Un-ionized ammonia may also be degas& and is of 
additional importance due to its toxicity. 

Both ammonia and nitrate are taken up by 
phytopfankton at the stoichiometricalfy modified 
growth rate. Some models include a preference func- 
tion for ammonia uptake when ks concentration is high 
enough. Grazing causes transfer of phytoplankton 
nitrogen up the food chain. Upon ‘respiration and 
death, biomass nitrogen is recycled to the varfous 
forms of organic nitrogen and ammonia at user- 
specified ratios. 

2.5.2.4. The Carbon-Dissolved Oxygtn Babnce 

Organic carbon is composed of a variety of materials 
in estuaries, both dissolved and particulate. Some 
models lump all organic carbon into a slngle state 
variable expressed in units of oxygen--carbonaceous 
biochemical oxygen demand (CBOD). Other models 
represent various fractions of organic carbon, with thelr 
separate oxkfatlon and settling rates. Oxidation Is 

generally modeled as a first order temperaturecor- 
rected rate. Some models allow spat&f variations 
calibrated by the user. 

Traditional models of organic waste do not compute 
inorganic carbon and the associated variabfes of pH 
and alkalinity. This carbonate system could be impor- 
tant for simulating the effects of acidic wastes on 
unionized ammonia concentrations or potential carb- 
on dioxide limitation in low alkalinity, high nutrient 
waters, Models that Indude the carbonate system cal- 
culate total Inorganic carbon as the sum of bfcar- 
bonate, carbonate, and carbon dioxide. These species 
are in equifibrfum controlled by the equilibrium con- 
stants of the dissociation reactions and the pH of the 
water. Carbon dloxfde (and thus total inorganic carb- 
on) is produced by resplntlon, consumed by algal 
growth, and replenished by atmospheric exchange. 

Carbonate alkalinity is the sum of bicarbonate con- 
centration plus twice the carbonate concentration plus 
the hydroxide concentration minus the hydrogen ion 
concentration. Addition of acids and nitrification lowers 
the pH and reduces alkalinity. Nitrate uptake by 
phytoplankton produces hydroxide and Increases 
alkalinity. 

DO is depleted by oxidation of organic carbon, nitrifica- 
tlon, and resplratlon. Benthfc reactions de@eting 
oxygen are usually modeled as a spatially variable flux 
of sediment oxygen demand. Respiration effects may 
be combined for simpiicity or separated into com- 
ponents such as respiration by bacteria, plankton, 
macrophytes, fish, etc. The respiration of decom- 
posers that utilize organic matter Is referred to as 
decomposition. Oxygen is used during some chemical 
transformations, such as nitrification and the oxidation 
of reduced substances (e.g. sulfide, methane, reduced 
iron, and reduced manganese). 

Biochemical oxygen demand (BOO) Is a measure of 
the materials present in a sample which may be 
oxidized by biochemical processes. The BOD exerted 
Is determined by the change In oxygen concentrations 
of a sampfe over time under specific analytical condi- 
tions. The modeling problem with BOD Is that it com- 
bines the effects of several oxygen consuming 
processes Into one variable; this approach may be too 
simple for modeling some systems. 

The more realistic approach is to separate oxygen 
demands Into various components, such as 
biodegradable organic (carbonaceous) demands, 
nitrogenous demands, and oxidation of other substan- 
ces (e.g., reduced metals, suffde, etc.). Biodegradabfe 
organic demands may be due to dissolved and PanlCU- 
fate matter in the water cdumn and bottom sediments. 
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Some models separate water cdumn organic matter 
into particulate and dissofved forms, referred to as 
POMandDOM. Becausesomeformsolorgankmatter 
decay at faster rates than others, organic matter may 
be further dh&ed into those that decay at a fast rate 
(lablle) and those that decay at a slower rate (refrac- 
tory). As Iable organic matter decomposes, a portion 
is transferred to the refractory state. A similar approach 
can be used for organic sediments. Sources of organic 
matter include external waste loads and excretions and 
mortality of IMng substances. 

DO is replenished by phytoplankton growth (photosyn- 
thesis) and by maeration. Many reaeration formulas 
exist as well as in-situ measurement techniques. 
Reaeratbn formulas based sdely on velocity and 
depth applicable to tidal rhrers and estuaries include 
O’Connor-Dobbins (1958, for slower, deeper rivers), 
Churchill (1962. for moderately deep, faster streams) 
and Owens et al. (1984. for shallow streams) (see 
Thomann and Mueller 1987). 

The Tsivoglou and Wallace method (1972) calculates 
reaeration in rivers and streams from the slope and 
travel time. Relationships that include the effects of bed 
roughness, secondary flow and wind are under 
development. Numerous relationships exist for wind- 
induced reaeratkn. Wind induced reaeration may be 
dominant in many estuaries due to the presence of 
off-sea breezes and the large fetch near the ocean 
outlet. However, a comprehensive approach to es- 
tuarine reaeration has not been developed. There 
remains a need for critical review and assimilation of all 
the formulas. 

2.5.2.5. Benthic-Water Interactions 

The decomposition of organic material in benthic sed- 
iment can significantly affect the concentrations of 
oxygen and nutrients in the overlying waters. Areal 
fluxes from the sediment due to diagenetk reactions 
can be substantial nutrient sources or oxygen sinks. 
The occurrence of anoxia may dramatically increase 
nutrient fluxes. 

Most traditional models described these benthk fluxes 
as spatially variable source and slnk terms. Some 
recent models have included benthk compartments in 
which state variables are simulated. Particulate 
nitrogen, phosphorus, and carbon are added to the 
bed by settling and lost by scour or sedimentation 
(burial). Dissolved species of nitrogen, phosphorus, 
carbon, and oxygen exchange with overlying water by 
pore water diffusion. Benthic oxidation rates are gener- 
ally assumed first-order, with low rate constants 
producing ammonia and consuming organic carbon 
and oxygen equivalents (functionally, reduced organic 

species that are oxidized at the water interface). 
Recently, efforts have been made to simulate the 
diagenetk reactions and resulting fluxes more realisti- 
cally (DiToro 1988). These efforts hotd great promise 
for more accurate and predictive modeling of organic 
and nutrient wastes. Discussions of the processes 
impacting benthk fluxes as well as modeling and 
measurement techniques may be found in Hatcher 
ww. 

See Supplement Ill for greater detail on organic 
wastes, dissolved oxygen and nutrients. This Sup 
plement is found on page 2-29 at the end of this 
chapter. 

2.6. Synthetic Organic Chemicals 

2.6.7. Cimxpts 
Synthetic organic chemicals Include a wide variety of 
toxic materials whose waste loads are allocated based 
upon threshold concentrations as well as tolerable 
durations and frequencies of exposure. These pol- 
lutants may bnize and different forms may have differ- 
ing toxkdogical affects. The transport of the materials 
also may be affected by sorption and they can degrade 
through such processes as volatilization, biodegrada- 
tion, hydrolysis, and photdysis. 

2.6.2 Fate Pmcesses 
2.6.2.1. lonircltion 

Ionization is the dissociation of a chemical into multiple 
charged species. Ionization can be important because 
of the different toxlcdogkal and chemical properties 
of the unionized and ionized specks. 

2.6.2.2. Sorption 

Sorption is the bonding of dissolved chemicals onto 
solid phases such as benthic and suspended sedi- 
ment, biological mater&i, and sometimes dissolved or 
colloidal organic material. Sorption can be important 
in controlling both the environmental fate and the 
toxicity of chemicals. Sorption may cause the chemical 
to accumulate in bed sediment or bioconcentrate in 
fish. Sorption may retard such processes as vdatiliza- 
tion and base hydrolysis, or enhance other reactions 
including photdysis and acid-catalyzed hydrdysis. 

A common assumption is that equilibrium sorption is 
linear with dissolved chemical concentrations, and the 
distribution is controlled by a partition coefficient and 
the amount of sdids present. For organic chemicals, 
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lab studies have shown that the partltlon coefficient Is 
related to the hydrophobiclty of the chemkal and the 
organic matter content of the sediment. 

2.6.2.3. Settling, Deposition, and Scour 

Suspended particles canying sorbed chemicals can 
settle through the water column and deposit on the 
underlying bed. 

Benthk particles carrying sorbed chemicals can scour 
and become suspended in the water cdumn. Mass 
fluxes for settling, deposttlon. and resuspension are 
controlled by the settling. depositlon, and scour 
velocities, and the concentratbns of suspended and 
benthlc sediment (See Sectlon 2.4). 

2.6.2.4. Loss Kinetks 

Chemical concentrations and resulting observed toxic 
effects often decline over time due to physical and 
chemical processes. The loss processes consIdered in 
most chemical fate models include volatilization, 
hydrolysis, photolysis, and bacterial degradation. 
Chemical oxidation and reduction are sometimes In- 
cluded as well. 

Volatilization is the flux of a chemical across the air- 
water interface. The vdatilization rate is proportional to 
the gradient between the dissolved concentration In 
the water and the concentration In the overlying atmos- 
phere. For most chemicals, the partial pressure in the 
atmosphere is negligible and the equation describing 
vdatilization reduces to a first-order form wlth the 
removal rate coefficient. 

The conductivity, or rate of transfer between the atmos- 
phere and water column. is influenced by both chemi- 
cal properties (molecular weight, Henry’s Law 
constant) and environmental conditions at the air- 
water interface (turbulencecontrdled by wind speed, 
current velocity, and water depth). Toxic chemical 
models either require the user to input a value for the 
transfer rate (kv) or internally compute a value using 
the two-film theory first proposed by Lewis and Whit- 
man (1924). This theory assumes that the rate of trans- 
fer is contrdled by diffusion through lam&r layers In 
the air and water at the interface in which the con- 
centration gradients driving transfer are localized. 

Hydrolysis Is a reaction in which cleavage of a 
molecular bond occurs In the chemical and there is 
formation of a new bond with either the hydrogen or 
the hydroxyl component of a water molecule. 
Hydrolytic reactions are usually catalyzed by acid 
and/or base and the overriding factor affecting 
hydrolysis rates at a given temperature is generally 
hydrogen or hydroxide concentration (Wolfe 1930). 

Photodegradation (photdysis) is the transformation or 
degradation d a compound that results directly from 
the adsorption d IigM energy. Its rate Is a function of 
the quantity and wavelength distributbn of incident 
light, the light adsorptkm characterktkS of the com- 
pound, and the effkknq at whkh absorbed light 
produces a chemical reaction. 

Photdysis Is dassified Into two types that are defined 
by the mechanism of energy absorptlon. Direct 
photdysls is the re&t of direct absorption of photons 
by the toxk chemical mofecufe. Indirect or sensitized 
photdysis Is the result d energy transfer to the toxic 
chemkal from some&hermofeculethat hasabsorbed 
ths mdiatbn. 

Bkdegradation encompasses the broad and complex 
processes d enzymatic attack by organisms on or- 
ganlc chemicals. Bacterk and to a lesser extent fungi, 
are the mediators of biological degradation in surface 
water systems. Dehalogenatlon, dealkylation. 
hydrolysis. oxidation, reductbn, ring cleavage, and 
condensation reactions are all known to occur either 
metabolically or via organisms that are not capable of 
utillzlng the chemical as a substrate for growth. 

See Supplement N for more detail on 
synthetic organic chemicals. This Sup- 
plement Is found on page 2-27 at the 
end of this chapter. 

& 
27. Metals 

27.7. Cmce@ 
Metals are found naturally in the earth’s crust. As a 
result of lnigation In some regions. metals may be 
solubilized and transported to surface waters. Metals 
am also present In municipal treatment plants and 
industrial effluents, in landfill leachates and in nonpoint 
source runoff from urban areas. 

27.2 Fab Pmcesses 
Upon entry to a surface water body, metal speciation 
may change due to complexation, precipitation, sorp- 
tion, and redox reactions. Metals concentrations are 
diluted further by additional stream flow and mixing. 

Physical loss can be caused by settling and sedimen- 
tation, whereas a physical gain may be caused by 
resuspension. 

32.7.2.1. Metal Complexation, Precipitation 

Heavy metals can form complexes with organic and 
Inorganic ligands and precipitate or dissolve. At eoui- 
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librfum. the dlstrfbutlon of metals among the possible 
complexes is contrdled by the amount of metals and 
ligands present, the reaction coeffklents and solubility 
products. In natural waters, sorption also affects the 
distribution by reducing the amount of metal avalable 
for compkxation and preclpttatkn. 

Complexatlon reactions can affect transport by either 
increasing or decreasing the soluble fraction. Some- 
times one chemical species Is known to be much more 
toxic than another for a given heavy metal. This is 
especially important because some states and EPA 
have been moving towards “she-specific water quality 
standards,” in which chemkal speciation will be con- 
sidered on a site-by-&e basis. For example, a site that 
is known to have a great deal of naturally occurrfng 
dissdved organks may not require as stringent a water 
quality standard because the dissdved organic 
material may complex the heavy metal and render tt 
non-toxic to bbta. 

2.7.2.2. Sorption 

Heavy metals frequently adsorb or “bind” to sdid sur- 
faces. The mechanism of sorption or attachment is via: 
1) physical adsorption to solid surfaces, 2) chemical 
sorption or binding by ligands at the solid-water inter- 
face, or 3) bn exchange with an ion at the solid water 
interface. In addition, if the heavy metal is complexed 
in sdution by an organic ligand, it could sorb into the 
organic solid phase much like an organic pollutant. The 
mathematkal formulation for describing the partitkn- 
ing of a heavy metal between the solid phase and the 
aqueous phase is the same as for organic chemicals 
except the Kpi is usually called the “distribution coeffi- 
cient” for heavy metal (although it may be referred to 
as the partition coefficient or the binding constant in 
some cases). In most measurements and simulation 

models, all soluble complexes are lumped with the free 
Ion to give the dissolved metal concentration. 
Preclpltated metal is lumped with all sorbed specks to 
give the taai particulate metal concentratbn. A spatbl- 
ly variable, lumped dlstrlbution coefflclent Ko 
descrtbes the distrtbution between the two phases. 
TherelsnogewalconsIstencyklreportedKovalues 
for particUar methods in the natural environment, so 
site-speclfkvaluesshouldbeus8dwhenposslble. 

2.7.2.3. Redox Reactions 

Metals can change oxidation states through various 
oxidation and reduction reactions. Under some condi- 
tlons, the klnetks of oxidation or reduction may be 
Important to simulate. 

See Supplement V for greater detail on 
metals as they relate to estuarine 
models. This Supplement is found on 
page 2.31 at the end of this chapter. 

2.8. Model structwe 
Mathematical models vary widely in their ability to 
simulate the circulation and mixing processes as well 
as the processes impacting DO variations, eutrophica- 
tion, synthetic organic chemicals, and metals as 
described in this Section. Some of the models that are 
presently available for use in estuarine waste load 
allocation studies and crlterta for their selection are 
discussed in the following sectlon (Section 3.0). 

SUPPLEMENT I: FACTORS AFFECTING CIRCUlATION AND MIXING MODEL 
EQUATIONS 

I. Model Eauations 1 zero. For example, for a given contrd vdume the inflow 

The processbs affecting circulation and mixing dis- 
cussed In Section 2.2 may be described using equa- 
tions based on laws of conservation of mass and 
momentum. The fundamental equations generally In- 
elude: (A) the conservation of water mass (continuity), 
(B) conservation of momentum, and (C) conservation 
of constituent mass. The equations for the mean com- 
ponents are provided in Table 2-l. 

minus outflow must equal the change In storage over 
time. Thls expressfort alone, when used in conjunction 
with measured data such as outflows, surface elevation 
changes, and constituent concentrations, has formed 
the basis for estimating ffows used to transport water 
quality constituents (using Equation 2.5) in many water 
qualfty studies. This type of solution is of greatest utility 
for descrfblng ffows in very simple systems and is often 
of limfted use In estuarine studies with the possible 

A ContinMyEcption exception of one-dimensional tidally averaged 
analyses. To predict flows, the continuity equation is 

The continuity equation expresses the fundamental usually coupled wfth momentum equations to form the 
principal that the sum of all volume transfers must equal basis of hydrodynamic models. 
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A. Consewatbn of Water Ma& (Contlnulty) 1 
3u+ e+ aw 
ax ay ZEO 
(1) (2) (3) 

B. Conservation of Momentum 

x - dlrectbn: 

y - direction: 

z - dlrection: 
aw ~+d(wv)+d(~J=-I~P r) rE, awl A i-Ew &WI b rE7 awl 
rt+ P a. 
(4 (8) (9) (10) L(ll) ’ ’ 112)’ ’ Cl’s, ’ 

C. Conservation of Constifuent Mass (Transport) 

(2.1) 

(2.2) 

(2.4) 

where the numbered equation terms are: 

(1 to3) - the vebcfty gradients in the x ,y and z direction 
(4) - local acceleratbn 
(5 to 7) = are convective acceleration terms in the x,y and z direction 
(8) - pressure gradient 
(9) = the Coridis force 
(10) = gravitational acceleration 
(11 to 13) = parameterfzation of the Reynold’s stresses In the x. y and z dlrectlon 
(14) = rate of change in concentration 

(15to17) = actvecth terms 
(18to20) = turbulent dlffuslon 
(21) = constkuent gourcelsink term (e.g. kinetics and transfers, boundary loadings) 

Equation variables are defined as: 
t = time 
P - pressure 
Q - gravitational acceferation 
P - density 
f - Cwidis frequency 
EL Ey. Et = turbufent diffusion coefficient for momentum In the x, y and z dlrectbn 
u, v, w = mean vebclty components in the x, y and t direction 
x, ye z = rectangular coordinates, where x and y are horlzontaf coordlnates and z Is vertical 
Kx, KY. Kr - turbulent diffusion coefflclent for mass in the x, y and z dlrectlon 

- concentration of water quality constituent 
= Constituent sourcelslnk term 
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B.WClfAMnWWJ 
The txmmmbn of mOmenturn equatkrr la derfved 
from Newtons’s second law ol mot&n. whkh states 
thatthesumddforcesachngonasystemlsequal 
tothetfmerateofchangedllnearmomenhmdthe 
system.wlw3remomentumf8masstlmesvelocRy.The 
fadorsaffectlngchangeslnrrbomeMumamllustmted 
byFlgum2-1foragtvencontdvotume.Thet0rmsh 
thetxlmefwbtldmomentum equatbn are expms- 
sions of: (4) local acceleratbn, (S-7) cxmectlve ac- 
cekmtbn, (8) presswe forces, (9) corblls force, (10) 
body force, and (1 l-13) tu&ulent stress terms. The 
equatbns as wrltten In Table 2-l assumethattheflukl 
Is lncom~e, that the vebcltles are Reynold’s 
averages, that turbdent dlffusbn Is much greaterthan 
molecular dlffusbn. and that turbulent transfer of mass 
andmomentumbdlrectlyr&tedtoconceHrat~ad 
velocity gradients (Bousslnesq assumption). The 
equations may be found In the literature in a number of 
equivalent forms, differing due to mathematical 
manipulations or assumptfons with regard to the 
system’s geometry or boundary conditbns. Unknowns 
in the equation indude the velocities (u.v and w), the 
pressure (P), and the eddy viscosity coefficients 
(Ex,E,.ES. 

INFLOW 

The local acc&ratbn (4) terms refer to the rate of 
change of vdoclty wlth.respect to tfme. They are also 
&erred to as the local Inertia terms. 

The convecM acceleration (S-7) or convective inertia 
tems express the effects on the momentum balance 
of spatially varying velocltks. 

The pressure force (8) describes the effect of pressure 
gradlents on the velocity field. For a -us 
water body, I.e. one wlth no den&y dMemnces. the 
pressure gmdlents am propoftbnal to the slope of the 
water surface and the equal pressure twdaces are 
parallel to the water surface throughout. flows induced 
by the water surface slope are referred to as 
barotrophlc flow. Changes In density In non- 
homogeneous water bodles establlsh pressure 
gradients fnduclng flows which are referred to as 
barocllnk. 

An empirical relatbnship is generally used to establish 
the relahonshlp between water den&y. temperature, 
and salinity and the relationship Is generally referred to 
as the ‘equation of state.” The equation of state 
provldes a means of linking water quality and 
hydrodynamic models. The relationship is given by 

+ v I MEAN VELOCITY 

WIND -* 

t 

PRESSURE 
GRAVITY 

Figurr 2-1. FUlOtSM@CUngCh@ll&W8hrmocrmtum. 
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P-Pr+4%+40ss U.6) 
wherep Is the water density (kg rn?, pr Is the den&y 
as a furNon ot temperature, and MS and bpss are 
the changes In density due to dissolved and 
suspended solids, respectively. 

An emplrical relatlonshlp between density and 
temperature Is given by (Gill 1982) 

pr - 9998452594 + 6.793952x lo-= T 

- 9.095290% 10-3 r= + 1.001685x lo-’ T3 

- l.l2OOKJx lO-6 T’ + 6536332x 1O-9 T3 (27) 
where T is the temperature (%) and the change in 
density due to salinity is (Gill 1982) 

bp‘ - CSL (0.824493 - 4.0899x 10” T 

+ 7.6438x lo-’ T = - 8.2467x lo-’ T 3 

+ 5.3875x lO-9 T ‘) + C SL ” (- 5.72466 

x lo-’ + 1.0227x lo-’ T - 1.6546x 1O-6 T =) 

+ 4.8314x 10” c SL2 G-8) 

where Ca Is saflnlty (kg m?. The relative affect of 
temperature and salinity on water density is illustrated 
In Figure 2-2. The effect of Suspended solids may also 

be ConsIdered using (all 1982) 

bps - C’s (1 - l/SG )x lo+ (29) 

where bps Is the change In density due to suspended 
solids, css the suspended sollds concentmtbn (g 
rn?, and SG the speclfk gravhy d the solid. Some 
models Include terms for the effects of spatlal varla- 
tionsintheatmospbk pressureontheveiocltyfields. 

Some estuary models with vertical resolution, such as 
the laterally averaged model CE-WAL-W2 (Environ- 
mentaland Hydraulics Laboratory 1986) and CELCZD, 
assumethatthevertkalaccelerathisnegligiblecom- 
pared to thevertkal pressure gradient and gravltatlonal 
accebratlon (the hydrostatic approximation; I.e. the 
magnhude of terms 4-7, 9 and 11-l 3 of the vertical 
momentum equation, Equation 2.4, are negligible com- 
pared to terms 8 and 10). The hydrostatic assumption 
reduces the vertical momentum equation to 

i ap --'g Paz (210) 

* db T=20 OC 

-E T=25 OC 
, 

Tomporature 

4Tm6 OC 

-Q- T=lO “c 

.-a.. TX 15 Oc 

0 0 3 3 6 6 9 9 12 12 15 15 18 18 21 21 24 24 27 27 30 30 33 33 

SALINITY (Kg rH3) SALINITY (Kg rH3) 



The formdatbn for the mean pressure, P, ls performed 
inonedtm>ways,~herasafreeMlrfacecalculatiocl 
or a rigid lid computation (Le. the water surface efeva- 
tion does not vary). For the more complex estuarbe 
appfkatbn. the free surface formulatbn ls required due 
to the Importance of tidal osdllatlons as a system 
forcing functbn. Free surface versions of estuary 
modelsdtenexploftthehydrostatkpressumequetbn 
to mnke an implkft relatbn between free surface eleva- 
tkm and the pressure field @edford 1986). Models 
which solve for the free surface lmpfkttly are attractive 
due to less restrictive time step fomulatbns (Paul and 
Nocito, 1983). 

The Codofis force (6) describes the effect of the earth’s 
rotation whkh acts to deflect the motion of fluids to the 
right (left) in the northern (southern) hemisphere. The 
Corbfis force Is an apparent force to allow a frame of 
reference to he used that is relative to the rotating earth. 
The force is usually described as a function of the 
angular velocity of the earth (Q) and the fatitucle of the 
estuary. The Coridis frequency ( f ) is estimated from 

f = 2 R sin (a) (2.11) 

where Q is the angular velocity of the earth, 9 is the 
latitude, and the time scale for rotational effects Is 
approximately of the order l/f and ranges from about 
15 hours In Washington State to 38 hours in southern 
Florida. 

The eddy viscosity terms (1 l-13) arfse from tlme- 
averaging the turbuient fluctuations of velocity com- 
ponents. The velocity components may be written as 

u=u+up; V=v+v’; W=w+w’ (2.12) 
where u.v.w are the mean velocity components and 
u’,v’, and w’ are the fluctuations relative to the mean 
velocities. The time-averaging of the velocltles gives 
rise to turbulent correlation terms of the form: 

m 77 iiT7 0-w 
The Boussinesq analogy assumes that the turbulent 
stresses are proportional to the mean velocity and the 
turbulent stresses are often rewritten in the form shown 
in Equations 2.2-2.4 (terms 11-l 3) 

i-m iiF (2.14) 

au 
m=E,- 

a2 

referred to as the eddy viscostty formulation. This for- 
mulation is generally applicable where large scale tur- 
bulence is of importance. These terms are unknown 
quantities and represent what is referred to as the 
closure problem in hydrodynamic modeling. Rewriting 

the quantities In terms of eddy viscosity does not 
elirnlnete the problem but has put the terms in a form 
that has proved useful ln practical cakulatbns. A 
vartety d procedures have been developed for tur- 
bulence cbaure, dewfbed as zero-e@atbn, one- 
equation, two-equatbn, and higher order methods and 
have been review& by Rodi (1980) Bedford (1985) 
and others. 

The hortzontal eddy vlscoslty ls often held constant in 
models (Ex - Ey). Procedures foe estimating the mag- 
nitude of the eddy vlscostty are described in Section 5 
(Supplement Ill). 

The vertical eddy viscosity at the Interfaces of water 
segments for models wfth vertkzal resolution Is often 
described as a constant or a functbn of the decay of 
surface shear. The shear at the surface boundary is 
generally described as a function of wind shear such 
as 

(2.15) 

in the x and y directions, respectivety,where p. is the 
surface water density, pl the air density, &u the drag 
coeffiiient. and ~kr and HV are the wind velocities in the 
x and y directions at some height above the water 
surface. Thls computation requires that representative 
data be available for both wind speed and direction. 
The vertical stress at the bottom boundary is usually 
described as a function of bottom friction, such as in 
the quadratic stress formulation 

auav 
PEZ(~‘~ )‘p c,j (U = + V =jo5 (IQ,, Q,) (2.16) 

where cd is a drag coefficient and Ub and vb are the 
horizontal velocities at some point above the bottom. 
A constant drag coefficient has been used in modeling 
studies. 

The drag coefficient has also been refated to the Chezy 
coefficient (G) as 

cd = g/c, = 

or the Manning’s roughness coefficient. n, 

(2.17) 

2 
cd = ‘+ (2.18) 

where R is the hydraulic radius (m). Guidance on the 
selection of bottom roughness coeffiilents is provided 
in Section 5 (Supplement I). 

The vertical eddy viscosity is reduced significantly by 
stahfe stratification. Some formulations to account for 
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Flguro 2-3. Futors affoctlng chango In cm NU. 

this effect contain empirical relationships between ver- 
tical eddy vfscosity and the Richardson number (RI), 
an index of stratification stability given by 

g +%t Rjz- - 
p (wz)* 

(2.19) 

The most widespread of these Formulations was 
developed by Munk and Anderson (1948) where 

E, = E&O (1 + 10 Rip5 0-m 
where EZ.O is thevalue of Et for neutral stratification (Le. 
the estuary is unstrattfied). 

Boundary conditions, such as water surface elevations 
and flows, provide the forclngs which are propagated 
through the model solutions as computed variatbns In 
velocities and surface elevatbns. 

The conservatbn ol con&Went mass or transport 
equation forms the basis for estimating variatbns in 
water quality over space and time. The equation Is a 
statement that the time rate of change of concentra- 
tions. or material accumulation, (14) is equal to the 
material enter@ or leaving the system due to advec- 
We transport (15-17) orturbulent diffusion (18-29) plus 
the change due to physical. chemical. or bidogkal 
transformations (21) as Illustrated by Figure 23. The 

aclvection of constituents can be estimated from field 
measurements. computations using tracers and con- 
tin&y, or hydrodynamic models. The diffusion coeffi- 
cients are related to turbulence. For three-dimensional 
mass transport models using small time steps (on the 
order of a few minutes) the governing equations con- 
tain only turbutent diffusion terms. However, H the 
equations are temporally or spatially averaged then 
dispersion will rest&. and the magnitude of the disper- 
sion term will depend upon how the averaging is done 
(Harleman, RF., in his review of this document). 

The eddy viscosity and mass dispersion coefficient are 
related by the turbuht PrandtJ/Schmidt number (i.e. 
the ratio of transfer of momentum and mass). A com- 
plete review of dlspersion relationships is found in 
Fischer et al. (1978). Gukfance on the selection of the 
dispersion coefWent is provided In Section 5 (Supple- 
ments Ill and V). 

IL Model comptexlty 

The solution of the equatbnsfcu circufation and mfxing 
(Equations 2.1-2.4) is generally based upon simplifica- 
tions and assumptbns regarding the spat&l and tem- 
poral complexity of the system and its boundary 
conditions. These basic assumptlons make it less dif- 
ficult to solve the governing equations. Generally, 
simplifying assumptions may be made regarding the 
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1-D Longltudlnal 

2-D Longitudinal-Latorrl 

flgum2-4. Modddlmemha 

hydrodynamic complexity of the system, its dimen- 
shallty, temporal resofution. and kinetic resoWon. 

A S$WaMdTi~~ 
With regard to spatial resolution, models may be one, 
two or three dimensional. Most practical 
hydrodynamk mdels are either one, tw0 (vertically W 
laterally averaged] or quasi-three dirnenslonal, as II- 
lustrated by Figure 24. lhk alten prevents their ap- 
plkatbn to naaMiefd problems where a high degree of 
turbulence occurs. For example, a model whkh does 
not Include vertical momecrtum could not resdve 
momentum transfer due to a submerged jet. Nihoui 
and Jamarf (1987) describe available Ihreedimen- 
sional models. Similarly, mass tmfsport models may 
be one, two or three dimensional. Wally varying one- 
dimens&& models are useful for tidal flow in narrow, 
relatively utiorm channels, such as the long braided 
network d sbughs sometimes found in deltas or tidal 
rivers (Fischer ef al. 1978). In wide and irregular chan- 
nels, two 01 three dimensional models may be re- 
quired. 

1-D Vortlorl 

2-D Longltudinrl-Vrrtlcal 

WRh regard to temporal resolution, estuarine mass 
transport problem are usually chamcterfzed as inter- 
tklal or Mm4dal. Itira-tidal computations, which con- 
sider variations wflhin a tidal cycle, generally require 
application of coupled hydrodynamic and water quality 
models in order to obtain real time predictinns. 

For inter-tidal computations, a variety of simplified 
methods are avaIlable to e&mate ckculation and mass 
tmnsport. SknpMed modeling approaches are often 
ba243d on using either msw8d nm or flows es- 
timated using continuity (Equation 2.1) for use with 
modelsb8sedonconst~massbalanceequatbns. 
The most simple models sofve only the transport equa - 
tion (Equation 23, usually assuming steady-state 
(sC/t3f - 0) to obtain average amditbns. Models ol 
brtermedbte ~ample~hy estimate Ilows based on field 
data or use simplified methods to describe circulation, 
generanytwy a=w@d. 

Mills et al. (1985) descrfbes some simpfified methods 
for calculating estuarlne circulation, including fraction 
d freshwater methods, madifbd MaI prism method 
and Pritchard’s Box model for a twodimensional es- 
tuary 
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The freshwater and tidal prism method are described 
further In Section 6 of Part 2 of this manual. Offker 
(1976, 1977) described analytical soiutlons to 
decoupled hydrodynamic and mass transport equa- 
tions. Lung and O’Conner (1964) developed a tMally 
averaged method for twodimensknal (longitudlnal- 
vertkal) estuaries that allows analytical computation of 
horizontal and vertical vefoctties and vertical eddy vis- 
cosltyterms. 

Hydrodynamk models, based on the sofutlon of the 
equations for circulation and mtxlng (Equations 2.1- 
2.4, are linked with water quality models, based on the 
constituent mass balance equation (Equation 2.5), 
when time varying predictions are required of both 
flows and water quality, such as for intratkfal vadatkns. 
Some models directly link solutlons for the 
hydrodynamk and consfltuent transport equations 
with equations of state allowing varfatlons In water 
quality to be consklered In flow predictbns. In other 
cases the hydrodynamic predktions are separate from 
water quality and may be averaged over space and 
time to allow use of coarser time or space scales in 
water quality modeling. This time and space averaglng 
is often difficult to accomplish since important advec- 
tive and diffusfve information is lost In direct proportion 
to the length of the spat&l and temporal averaging 
period and there are no quantitattve guidelines for 
multidimensional models to indicate the extent of the 
information lost (Harleman, D., in review). Thus, em- 
piricisms are often introduced as a result of the averag- 
ing. Studies on the Interfacing problem have been 
conducted by Ford and Thornton (1979) Walters 
(1980), lmboden et al. (1963) Wang and Harleman 
(1984), Shanahan and Harteman (1984) and others 
which are applicable to estuarine conditions as well as 
studies conducted on Chesapeake Bay. 

B. K&b& 

Descriptions or predictions of estwrine circulation 
may be coupled with detailed descrfptkns of con- 
sthuent transformations. For a “conservative material” 
(one not subject to transformations, I.e. salinity and 
some tracers) the last term (S) in Equation 2.5 Is equal 
to zero. However, the constftuents of Interest in es- 
twine WIA studies rarefy behave conservatively. For 
most materials of interest, such as DO, nutrients, syn- 
thetic organics and metals, their physkal, biological, 
and chemkal transformations must be estfrnated. The 

factors lnffuenclng those transformations Is the subject 
of the remalndef of this sectbn (Sectbns 2.3-2.6). 

A tendency may be to select the resolution (spatial, 
temporal and klnetk) for a partkufar waste load alloca- 
tion study on the scale of interest for the model output 
rather than the physics, bklogy and chemistry of the 
system. An addhkmal tendency may be to base model 
selection on those technfquas whfch are perceived to 
be the simplest to use. However, the relationship be- 
tween model slmplkity and slmplkfty of application is 
not stralghtforward. 

For example, inapproprfate spatial and temporal 
averaging for hydrodynamk computatbns can result 
in a model that is far removed from the physics of the 
system. lnappropdate averaging may necessitate the 
Introduction of empiricisms which must then be 
calibrated to data, and may result in increased rather 
than decreased data requirements to support the 
modeling studies. For example, averaging may intro- 
duce dispersion terms whose magnitude depends on 
how the averaging is done. Harleman (D.R.F., in his 
review) suggests that the data required to support a 
twodlmenslonal laterally averaged model is often 
more than that for a threedimensional model. while the 
amount of synoptic data required to support a one- 
dimensional model (averages over a cross section) 
may be enormous. Therefore, if the physics of the 
system Is not adequately consklered, the data required 
to support a modeling study may increase with increas- 
ing “simplic~. 

Similarly, the clumping of kinetics terms for “simpler 
modds may, if not carefully done, introduce em- 
piricisms which have little relationship to the chemistry 
and biology of the system. Thus, the empirical coeffi- 
cients may often be determined only through calibra- 
tion, often to inadequate data, and the coefficients 
must oflen be varied over space and time lo get the 
“best” calibration. Altematlvely, the uncertainty of 
model predictions Increases nonlinearly with the addi- 
tion of uncertain parameters. Therefore, the Principle 

’ of Parsimony should apply: that ls that it should be 
attempted to obtain a model calibration and validation 
with the fewest possible parameters (R.V. Thomann, in 
revlew of this document). 
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SUPPLEMENT II: SEDIMENT TRANSPORT AND SEDIMENT/WATER QUALIlY 
INTERACTIONS 

I. ~tUIdSlnkTeml- 
The processes affecting sediments are Rustrated in 
Figure 2-5. Using the segmentation scheme illustrated, 
constituent mass balance equatkxts (Equation 2.5) 
would be wrltten for each vertical water segment. The 
advective and diffuslve transport tern\\\ were described 
previously. The remainder of the processes would be 
described in the source/sink term (S). The source/sink 
term would typically be represented as 

S=+C (221) 

where A Is area, V volume, C sdMs concentration and 
p is a coefficient with units of velocity (e.g. settling or 
resuspension velocity). 

II. Setaing 
For settling the coefficient j3 is dependent upon 
Brownlan motion, turbulent diffusion, and fall 
velocities. Brownian motion is negligible for most par- 
tides of Interest In water quality modeling. The fall 
velocities (~8) can be estimated from Stokes law, which 
IS 

(2.W 

where g Is gravitational acceleration, d Is particle 
diameter, pp the particle den&y. p1 the fluid density 
andp the dynamic viscosity of the fluid. Stokes settling 
or fall velocities for a range of materials are tabulated 
in Section 5 (Supplement WI). The silts and clays 
carrying poflutants typically range In diameter from 
0.002 to 0.02 mm, with densities of 2 to 2.7 g/cm’. 

I - t I lnnr :R 
WAIER 

SAND s COHESIVE 0, ,y,yr) 
SEDIMENT 

I UMh 

LOWER FIXED 
PROCESSES 

0 ADVECTION @ RESUSPENSION 
@ VERTICAL DIFFUSION 0 BED LOAD TRANSPORT 
@ SETTLING @ CONSOLIDATION 
@ AGGREGATION AND SETTLING @ EROSION 
0 DEPOSITION @ BURIAL 

Flguro 2-5. Sodlrnenl vrrlables rnd procn80~. 
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Stokes law is valid for Reynolds numbers 
(Re = pr w, d/p) less than about 0.1. 

Collisions between small cohesive particles tend to 
lead to coagulation and the formation of floes. floc- 
culation rates are dependent upon the size distribution 
and relative composition of the clays and electrolytes 
and upon local boundary shear stresses (Mills et al. 
1985) as well as salinity. Turbulence Increases the 
collisions while salinity increases the cohesion be- 
tween particles (Sheng 1983). The effecttve density of 
the floe may vary conskferably from that of the ln- 
dividual particles, making prediction of settling 
velocities difficult and requiring &e-specific model 
calibration (Stefan, Ambrose and Dortch 1966). 

Ill. Defxmkm 
The deposition of sediments onto the surface sediment 
layer Is a process bywhlch suspended sediments leave 
the water cdumn, either temporarily or permanently, 
and become part of the bottom sediments (Sheng 
1983). In order to be deposited the particles must 
overcome resistances due to turbulent transport In the 
water cdumn, resistances due to the thin viscous layer 
at the interface, and resistances due to chemical or 
biological activity after they reach the bottom. The 
deposition velocity depends on the extent to which 
settling is affected by turbulence. Sheng (1963) Indi- 
cated partides of diameters less than approximately 
100 pm will completely follow the eddy motions. The 
deposition velocity can be estimated as the product of 
the settling velocity and the probability of deposition 
on contact with the bed, which can vary from 0 for very 
turbulent systems to 1 for stagnant pools, and deposi- 
tion velocities will generally vav from 0 to 5 m/day 
(Ambrose et al. 1988; Stefan, Ambrose and Dortch 
1988). 

Entrainment or resuspension occurs when the flow 
induced shear stress at the sediment-water Interface 
exceeds the cohesive forces of the surficial sediments 
(Sheng 1963). For granular non-cohesive materials the 
relationship between bed shear and entrainment Is 
“explosive” in nature. Very low or no resuspension 
occurs until a threshdd shear stress is reached. Then 
resuspension rates increase in proportlon to some 
power of the excess shear stress. Powers of one have 
been found in estuarine studies, but powers of four and 
five have been found for granular river material accord- 
ing to a review by Akiyama and Fukushima (Wang et 
al. 1966). The rate of resuspension can be balanced by 
the rate of deposition. At that point, vertical concentra- 
tion profiles above the bed show a balance of 
downward fluxes of sediment by settling and upward 
fluxes by turbulence as summarized by Vanoni (1975). 

2-19 

According to Rouse (SF-Vanoni 1975), thedimension- 
less parameter V,(Ku ) ‘. (where VI = particle fall 
velodty, K - 0.4 and u = bed shear velocity - 
m with rb = shear and p = water density) deter- 
mines for ffow over flat bottoms the degree for which 
vertical sediment distribution will be uniform. It will be 
uniform wlthln 2 10 percent when VI(KU*)-’ is less than 
about 0.02. 

Rates of entrainment of noncohesive materials have 
been speclfled in numerous alternative forms by 
Arlathural (1962) Arlathurai and Krone (1976) and 
others (see Wang et al. 1966; Mehta 1966). Akiyama 
and Fukushkna (In Wang et al. 1966) specified a dimen- 
sionless resuspension rate parameter E8 as: 

&-3x10 -‘2210(1 - 5b) 

for 5<z< 13.4 

El = 0.3 for Z > 13.4 

where 

Z =- $R 
I p 

Rp=(g*D)YSD/v 

8 ' = g b/P - 1) 

reduced acceleration of gravity of submerged par- 
tides; D = partlde d&meter; and v = kinematic vis- 
cosity. The entrainment (or resuspension, scour or 
erosron) rate depends not only upon the shear stress 
on the benthic surface, and the sediment size but also 
on the state of consolidation of the surficial benthic 
deposits. Site-specific calibration is necessary to refine 
initial estimates of scour (Stefan. Ambrose and Dortch 
1996). 

Entralnment of cohesive sediments Is less well under- 
stood. Unfortunately, cohesive sediments are of 
primary Interest In water quality studies. For cohesive 
sediments, the resuspension rate is affected by bottom 
shear stress, salinity, sediment type, and the time his- 
tory of bottom sediments (Sheng 1963). Lick et al. 
(1987) indicated that, as a result of cohesion and the 
resulting compaction, only a finite amount of cohesive 
sediment may be resuspended at a given shear stress 
as opposed to noncohesive sediments which have a 
uniform rate of resuspension. Lick suggested that the 
amount of cohesive sediment that can be entrained is 
a function of the time after deposition, the shear stress, 
and an effective critical stress which needs to be deter- 
mined experimentally for particular sediments. 



vi Blslal I 
Burial refers to the nat sedhanbtbn velocky, OI the 
velocity by wldch depoelted sediments are burled by 
additional deposfts. Burhl, compaction. and the 
cmlmdveforcesbetweensed~parlidesrcwrltln 
vwhl sedlfmflt w b.0. d-b and FJ-QW 
wfth depth Wow the upper mbced wdlmwt zone. 

SUPPLEMENT III: ORGANIC WASTES, DISSOLVED OXYGEN AND NUTRIENTS 

1. hnportarrt -md- 
The bask variables and fmcewes used In the predb 
tkwl d Do and raulrhnt concentmt~ are mstrated 
in Figures 24 and 2-7, where -rate constftuent 
mass balance equatbns are genemfly written for each 
variable indicated by the boxes (consthants, C In 
Equation 2.5). The processes affecting those variables 
and the lnteractbns betweecr varlabfes are hxkatad by 
arrows, and comprke the source/sink terms In the 
constituent mass balance equation (S, Equation 2.5). 
These processes are often modeled as zeroth-order, 

S--K&h (2-W 
where K is a constant with unlts of concentratlon/tlme; 
first-order, 

s =K lrc c w9 
tinreCk concentrath and K Is a mte term with unlts 
of 1 Mne; or hfgher-order (nonlinear) processes where 
the rate term Is dependent upon variations of other 
variables or constituents. The variables are also af- 
fected by advective and disperstve transport, as 
described by Equation 2.5. Transport and reaction 
rates are affected by temperature as described below. 

II. Tmperatwe 
Temperature affects transport through den&y terms 
(as described by the equation of state, Equation 2.5) 
as well as reaction kinetks. Temperature effects on 
reactlon processes are usually computed as the 
product of a temperature adjustment factor and the 
rate term measured at some reference temperature, 
where the temperature adjustment factor (XT) Is es- 
timated from 

&&T-T (=a 
where 8 k a coeffiilent, T Is temperature, and Tr k a 
reference temperature. 

Temperature variations may either be modeled or 
specified in water quality models (see Thomann and 
Mueller 1987). The temperature (thermal energy) eqw- 

tbncanbeoMalnedfromthe consewatkm of mass 
equatkm (Eqlaarl 2.5) by rephdng czonwnmtkJn 
(mar&volume) by the lwwlvolume ( I.e. p C, T). DMd- 
Ing through replaces C (concentration) wlth T 
(temperature) and the source/sink term (S, Equation 
2.5) may be given as 

w7) 

where A $ area (m’). V volume. H the total heat flux 
(VVatWmJ. C, is the speclflc heat of water 
(Joule/Kg C), and PO the demity of water at the given 
temperature (Kg/m?. 

The total heat flux includes fluxes due to conduction or 
sensible heat transfer, evaporatbn, long wave back 
radiation from the atmosphere, back radiaWn from the 
water surface, and absorpkm of short wave radbth 
All predictke approaches to temperature fxdeling are 
basedononeorrnoreemfMcalfunctbnsthatmustbe 
specified, such as the wind speed function. Guidance 
on the selection of the wind speed function is provided 
Ln Section 5 (Supplement VI). 

Ill. lndkam Bacterb 
The bacteria of interest in WIA studies dealing with 
organic wastes of human origin include total or fecal 
coliforms, where the cdiforrns may be pathogenic in 
some cases or are used as indkators of the presence 
of pathogenic bacteria. Cdlform bacteria generally can 
not reproduce In aerobic natural waters and are 
modeled using first-o&r klnetlcs, where the rate term 
represents a die-off rate. However, coliforms can 
reproduce In sediments and be resuspended In Ihe 
water cdumn. Guidance on the selection of die-off 
rates and their reference temperature v,) for tempera- 
ture adjustments of the rate (Equatkn 2.26) is provided 
in Section 5 (Supplement VII). Wform die-off rney also 
vary with light and salinity as well as temperature. 
Thomann and Mueller (7987) provide addifional dis- 
cussion of modeling considerations for indicator or 
pathogenic bacteria. 
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N.organk-liUKiMssolvedoxygan. 
DO kdepleted by oxidatiorr of organk carbon, nltrifii- 
tion. and respiration and k replenkhed by surface 
exchange and primary production (Figure 26). More 
complex interactions conslderlng the effects of 
eutrophication have been considered (noure 2-7). 

Historicai(y. deoxygenation by decornposftti of or- 
ganic mater&l has been modeled using coupled equa- 
tions for DO and Blochemlcal Oxygen Demand (BOD), 
where BOO is a measure of the oxkllzabfe matter due 
to biochemical processes expressed in oxygen units. 
BOD has typically been divided into two components, 
Carbonaceous BOO (CBOD) and Nitrogenous BOO 
(NBOD) due to the difficulty of predktlng variatbns In 
total BOO (CBOD + NBOD). CLOD removal proces- 
ses usual/y hduded in model formulations Include 
decomposition or oxidation by organisms, and set- 
tling. In addition, CBOD can be entrained or 
resuspended. The source/sink term for CBOD can be 
written as 

S=(Kd+K‘)L+L, (2331 

where KA is the water cdumn deoxygenatbn rate 
coefficient. 6 Is the settling rate, L the ultimate CLOD 
and b a zero order CBOD resuspension rate. For Do, 
the loss rate due to deoxygenation is KCJL Further 
Information and guidance on the selection of rate terms 
is provided In Section 5 (Supplement Xl). 

The utility of CBOD Is limited since it lumps the effects 
of a number of processes into one varhble. Some 
modeling approaches will separate oxygen consuming 
reactions Into various components. CBOD Is essential- 
ly the only variable presently written Into most WV\ 
permits for the contrd of DO. 

DO may also be depleted due to benthic demand. 
Discussions of the processes impacting sediment 
oxygen demand as well as modeling and measurement 
techniques may be found In Hatcher (19@). 

v. Phytopmktm 
Primary productivity by phytoplankton produces 
oxygen whiie respiration consumes oxygen. In addi- 
tion. phytoplankton are often of primary interest in 
assessing eutrophication and In predicting nutrient 
interactions. 

For simplistic DO mod&, as Qlustrated by Figure 26, 
it may be sufficient to describe the effects of 
phytoplankton using simple reroth order terms for 
primary producttvity and community respiration. These 
terms may often be estimated from field studies using 
measurements of variations In carbon isotopes, 

oxygen or carbon dloxlde. This approach is often of 
limIted utlllty where changes In productivity are ex- 
pected to occur In response to waste loadings. Most 
estlmates of primary productlvlty in common mathe- 
matkal models lnvdve coupling algal growth equa- 
tions with St- rk equatbns fm photosynthesis 
Ln order to relate primary productivity to oxygen and 
nutrbnt productkm/consumpt~. 

Modelhg of speck algal species Is usually not at- 
tempted. Instead major groups, such as diatoms. 
greens, bluegreem and dtno-fIagellates are simulated. 
Algal losses due to settling and grazing are also often 

shndated. Some of the more complex models hcbde 

equatbns for zooplankton groups in order to predict 
varwons In gmzlng losses (Flgure 2-a). 

The growth rate of phytopfankton (G) k usuafty formu- 
lated as the product of the maximum 20 O C species or 
group specific growth rate (under optimum light and 
nutrient condltbns) wtth a temperature adjustment fac- 
tor (XT), a I)gM adjustment factor (XL). and a nutrient 
limhatkm factor (XN). 

G=G~XTXLXN w9) 

The temperature adjustment factor (XT) Is normally 
computed using an expres&n similar to Equation 
2.26. Light attenuation functions (XL ) generally fdlow 
theanalyskbySteele(1962),accountingfortheeffects 
of supersaturating light tntensities and light attenuation 
through the water column, and lead to 

(2.30) 
where d k the depth (m), 7 Is the light extinction 
coefllclent tncluding setf shading (m), 1 Is the 
photoperfod correction, IO k the Incident light Intensity 
just below the surface (Langley day”), and II is the algal 
saturation light lntenstty at the maxlmum photosyn- 
thetic rate. The above formUratbn k for a surface layer 
and a fnore general tormulatbn k given by Chapra and 
Reckhcw (1983). 

Smith (1980) developed a framework for calculating Is 
based upon the rnaxlmum growth rate. the quantum 
yield of chlorophytl, the extinct&n coefficient per unit 
d chlcwophyfl. and the ratb of carbon to chlorophyll in 
the phytoplankton. This framework allows for adapta- 
tion by changing the carbon to chlorophyll ratio. 
Recent developments In phytoplankton kinetics 
models us8 photosynthetkatly actlve mdiation (PAR) 
(uEm’2day”) instead of total energy I8 (Langley day”). 
They also apply Haldane klnetks in place of Steele’s 
equation (Megard et at. 1984). 
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The nutrient fimftatlon factor Is based on the assump- 
tion that phytopiankton follow Monad klnetks wfth 
respect to the Important nutrients. Generally, the mln- 
imum function for inorganic nitrogen and phosphorus 
is used: 

where GIN is inorganic nitrogen (q/t), CIP h lnorgank 
phosphorus f~@), KMN fs the Michael& habatumlbn 
constant for nitrogen (CcgIl), and KMP h the Mkhsells 
half saturation constant for phosphorus @g/l). Oc- 
casionally, XN ls expressed as the product of the 
nitrogen and phosphorus terms. Mdtttonal terms may 
include separatkn of nitrogen Into ammo&-nttrogen 
and nitrate-nftrogen. Olssolved available sffka Is In- 
cluded where simulation of diatoms b requlrad. 

Phytoplankton “death” rates are conventlonaHy ex- 
pressedasthesumofthe~ogec~nwresQirationrete, 
the death rate, and the grazing rate. The fkst two are 
generally modeled as the first order temperature cor- 
rected rates. Grazing may be expressed as first order, 
or second order lf the herbivorous zooplankton 
population is specified or simulated. To capture the 
phytoplanklon population dynamics properly, 

zoopfankton may have to be simulated. tf average 
phytoplankton levels are adequate, then the first order 
approach 1s accepabfe. 

The rdalkm5hlp between phytoplankton k&tics and 
varlatbns In 00 and nutrients h expressed using 
stokhiometrk relationships. Proper specification of 
average stolchlometry h necessary to accuratJy 
model these lnlemctlons. The ratios of phytoplankton 
c3rbon to phytoplsnkton nitrogen. phosphorus, and 
clbophyh vary among speck3 and in Me. Few 
applied modeling fmmemxk account for the dynamics 
d stokhkmetry. The user is forced to specify average 
values or those chamcteristk of stressed systems. 

Guidance on the selectlan of parameters and coeffi- 
cients for modeling phytoplankton nutrients and set- 
tling Is prodded in Section 5. 

VLNUtWlb 

Slmulatbn of nutrients Is crltkal to eutrophkation 
models and to some DO models which include 
mechanistk descrfp4kns of phytoplankton kinetics. 
Sim4atkn of ammo&-nitrogen Is also necessary in 
studies lnvolvlng ammonia-toxlclty. Sources of 
nutrients include bottom sediments, potnt source load- 
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ings. non-point loadings from the watershed, and at- 
mosphek deposition. 

Atmospheric deposilion has been impikated as a 
rnaior source d nutrients In some large estuaries. 

For the simplified DO-BOO modeling, as Uluslmted by 
Figure 2-6, it may be sufficient lo consider only 
nhrogenous oxygen demand (NBOD). Similarfy lo 
CBOO. NBOO is modeled as a first-order process. 
where NBOD is expressed In oxygen units. Guidance 
on first-order nitrifkalion rate constants is provided In 
Section 5 (Supplement X). 

Models which include nutrient cydes vary in their com- 
plexity, as Rlustrated by the nutrfents considered In the 
eutrophication modef illustrated In Figure 2-7 as corn- 
pared to that illustmted in Ffgure 2-9. The prfmary 
nutrients considered lo Impact eutrophication are 
nttrogen. phosphorus, and sifica. 

Nitrogen is present in particulate and dissolved, or- 
ganic and inorganic forms (Figure 2-9). Nitrogen is 

consumed by algae during growlh, where the nitrogen 
loss rate Is stokhiometrfcalfy m&led lo the algal growth 
rate (Equation 2.29). Ourlng algal respiration and 
death, some nitrogen h returned directly lo the Inor- 
gank nllrogen poof, white partkulale organic nitrogen 
may be lost due lo settflng. Organic nilrogen under- 
goes bacterfaf decunposftbn whose end product is 
ammo&f-nilrogen. Nftrifkalkn may then resuft In the 
oxidation of ammonfa-nitrogen to nItrate-nitrogen and 
finally lo nitrate-nflrogen. Denltrtfkatkn by bollom 
sediments may be a major loss mechanism in some 
systems. Guidance on sektlon of rate terms for the 
various processes impacting nitrogen concentmtions 
is prodded In Secllon 5 (Supplement Xl). 

SimuWon of nitrogen is also of Importance due lo the 
toxklty of unionized ammonia (NHs). Direct simulation 
of ammonia speclalkn requlms the simulation of pH. 
Hawever,IfpHisndexpectedtoMryItmay~enbe 
sufficient to simulate the nitrogen cycle in order lo 
predkl total ammo& concentmtkms. Knowing the 
equilibrfum relationship between the two forms 
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and that the total ammonia-nitrogen present or 
predicted (NHT) is the unionized ammonia plus the 
ionized ammonia (NH4 +), (NHr = NHs + NH4 + ) the 
portion occurring as NH3 can then be esllmated from 

NH3= 
1 

l+ [H+)/Kh 
NH-r 

Some caution needs lo be exercised concerning the 
reporting of unfls of nitrogen (i.e. as nitrogen or as 
ammonia). Speciatkn is also effected by temperature 
and the dfstributlon of cations and anions. The 
aqueous ammonia cakufations are discussed In delaif 
by Thurston et al. (1974) and Emerson et al. (1975) as 
well as the effects of temperature and pH on cakula- 
tlons assuming zero sallntty. These cakufatfons are 
also summarized by Bowfe et al (1985). Whitfkfd (1974) 
provfcfed guidance on the effects of seawater on am- 
monia speciatkn. The specbtkn of ammonia may also 
be estimated using equilibrium specialion models such 
as MINTECAl (Brown and Allison 1987). 

Phosphorus may also occur In the waler column in 
organic or Inorgank, particulate or dissolved forms 
(Flgure 2-9). Phosphorus Is released during 
phytopfanklon respimtfon and death In either organic 
or lnorgank form. Phosphorus Is utilized in algal 
growth as lndkated In Equatfon 2.29. Oissohwd inor- 
ganic phosphorus sorbs lo suspended partkulate mat- 
ter in the waler cdumn. coming lo an equifibrium 
expressed ekher wtlh a partllkn coeffkient or as a 
calibrated fmctlon dissolved: 

/DIP = ’ 1 + KplpSS (2-w 

where ftw is the fmclkn inorganic phosphorus dis- 
soh&, SS Is the suspended sediment concentration 
(kg/L). and KP(P Is the partitkm coeffiitent in (vkg). 
Subsequent tmttfing d the soddo and sorbed phos- 
phorus can provide a stgnifkant loss mechanism of 
phosphorus from the water column to the benthos. 
Process based functions that accurately calculate the 
phosphorus partillon coeffkient would improve predic- 
lion of this important variable significantly. Phosphorus 
loss mechanisms are generally described using first- 
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order klnetks. and guidance on rates Is prodded In 
seclkMl5 (supplemenl XII). 

SedlmWprwu8smayhaveprabundaffectsonDO 
andnutr&ntsk,8omesysterns.The~d 
deposited organic material r&ases nutrfents and 
results In an oxygen demand. -bn by aedl- 
mentshoftenamajorlossmechanhmfor&ogen 
(Figure 2-10). Sediments may continue to have lm- 
pacts on waler quality long after sources dorOaflJc 
materfais and nutrients have been &nfnaled. 

Although c&n of critical importance, the pmdkttve 
capablllty of most pmsently avahble models d sedi- 
ment Wmclkms h limited. Descrf@bn of these lm- 
pads is often reduced to field rneasureme~W folfowed 
by use of zeroth order rate terms based on those 
measurements in models lo describe thefr effects on 
other variabies and processes. Guidance on seieclion 
of rate terms is provided in Section 5 (Supplement XV). 

VIII. surfam Exchange 

The surface exchange of dissolved oxygen, is typically 
modeled based on Whitman’s two-film model (Lewis 

- 

and Whhman 1924) assuming resislance In the liquid 
conlroh. This reducm- the source/sink (S, Equation 
2.5) term for surface exchange to 

S-Kz(C-Cs) WS) 
whemK2isam0emtbnmte,Cbthewaterconcwlm- 
tfon,andC8thesatumtbn concmmlbtl. The mtum- 
tbnconwntrationfwd~oxyganhtyplcatly 
compul6d ushg empfrfcal expresslorw hlcllJcJbg the 
effects of temperature and dissolved sdfds. The 
maeration rate has been computed using a variety of 
formulelbns. Guidance on the SelectIon of maeralbn 
coeMenUtordtssotwdoxygenhptwkJedinSectbn 
5 (Supplements XIII and XIV). 

For other gases, such as unionized ammo& and 
many toxk maledals, the gas ffim rather than the liquid 
film may conlrd gas transfer, which must be reffecled 
in the formulation of the rate term. 

Additionally, the method for computing saturation con- 
centrations will vary (see Supplement IV, Vdatiliza- 
lkm). 

SUPPLEMENT IV: SYNTHETIC ORGANICS 

I.lJxssRate8 
Synthetic organic concentrations am described using 
the consliluenl mass balance equatbn (Equation 2.5) 
similarly lo other materlals. The procxws lmpactlng 
their physical. chemical and biological tmnsformalbns 
differ, as Plustmted by Figure 2-l 1. Physical losses 
occur through mechanisms such as volalilization, set- 
tling, and sedimenlatbn. while physkai gains can 
occur through resuspension. Chemical tmnsforma- 
lions may resUl from hydrolysis, photdysis, oxidation 
and reductbnand ionization. Bkbgkal tmnsformatkm 
and loss can result from bacterial degradation and 
accumulation in biola. Additional differences result 
where materials do not mix, or only partially mix, wllh 
the mean flow. such as some oils. The mathematical 
treatment of immiscible or only partially miscible dls 
often requires specialized modeling techniques, such 
as those used in oil-spill modeiing. 

For constant environmental condilbns, the overall 
chemical loss mle of synthetic organks is often ap- 
proximated as a first-order reaction: 

S=-KTC (=9 

where KT Is the observed loss coefficient (day”), C is 
the tatal chemical concentmlkm (g/m? and, and S is 
the source/sink term d the constituent mass balance 
equation (Equation 2.5). The value KT represents a 
singie set of environmental conditions only.Changes in 
temperature, veiocily. depth, sunlight, wind, sediment 
concentmtians, or pH can affect the tolai loss rate in 
ways that can not be considered uslng this approach. 
AJternativeiy. each of the processes impacting the 
tmnsformatbns may be simulated. 

An overview of methods used lo describe these trans- 
formation processes Is provided below. Additional 
information is provided by Chapm and Reckhow 
(1983). Thomann and Mueller (1987) and elsewhere. 

A method to complement field sutveydala is the chemi- 
cal process approach. Thls approach combines 
laboratory-measured chemical constants with field- 
measured environmental properties to estimate stte- 
specific rate coefficients, I(r (x,1), for several loss 
processes “i? 

Ki @,I)=& Ei &,t) (237) 

where Ki is a laboratory measured second order We 
constant and Et (x.1) Is the Intensity of the relevant 
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environmental parameter. If more than one loss 
processisactfveforachemkalInanwWwment,the 
overall loss coeffkient can be &mated by summing 
the indhdduai rate constants. Combfnlng the chemical 
process approach with the field survey approach 
should increase the reliability of modeling estimates, 
allowing extmpolation lo a much wider range of en- 
vironmental condttbns. 

II. physical l&es Mechmsm 

Volatilization in most models Is treated slmilarfy to 
surface oxygen exchange (Equation 2.35) where the 
loss due to volatilization (SJ Is equal to the difference 
in chemical concentrations multiplied by a transfer 
coefficient. as 

S” = k” (Cw - C.) (2-w 
where kv is the transfer rate, CW the dissolved con- 
centration of the chemical in water, and CL the satura- 
tion dissolved concentmtlon. dependent upon the 
atmospheric partial pressure and Henry’s Law con- 
stant for the material. 

A common assumptian is that the atmospheric con- 
centration is much less than the water concentration, 
allowing simulation 04 the transfer as a pseudo-first 
order rate. Where the toxkant mass balance expres- 
sion (Equation 2.5) is written for the total concentration 
(dissolved plus particulate), the concentration must 
also be adjusted for the fraction dissotved (fd) as 

S” = kv fd cm (2.39) 
where Ctw is the total concentration in water. 

The transfer rate is usually computed as the reciprocal 
of the resistances in the two films (gas and liquid), as 

k, = (RL + RG)-’ 0.40) 

where RL is the liquid phase resistance and RG the gas 
phase resistance. 

The liquid and gas tmnsfer coeffkients are dependent 
on turbulence at the Interface. on temperature, and on 
properties of the chemical such as dHfu&ity. Empirical 
correlations have been developed relating transfer 
coeffkients either directly to physical parameters such 
as wind velocity and the den&y and viscosity of the 
water (MacKay et al. 1983; Southworth et al. 1979a), 
plus the mdecufar weight and dlffuMty af the chemi- 
cal or to the field-measured transfer coeffiiients of 
oxygen and water vapor (Liss and Slater 1974). 

O’Connor (1983) has presented a theoretical deveiop- 
ment for the liquid transfer coefficient applicable to a 

wide range d hydrodynamic condttbns, but applica- 
tbn requires estlmates.of several coefficients that are 
nd essay obtained. 

B.sutpm 

Many toxic materials sorb strongly onto particutates. 
Estimates of sorption are required In modeling toxic 
materials since processes impacting dlssofved and 
particulate fmctkms differ. Sorption is the bonding of 
dissdved chemicals. C, onto sofid phases, si. such as 
benthk and suspended sediment, Mdogical material, 
and sometimes dissoh& or coflofdal organk material 
resulting in the fwmation of the chemical-sediment 
bond, cxl. 

Si+CpC-Si (2.41) 

Sorption reactions are usually fast relative to other 
environmental processes, and equilibrium may be as- 
sumed. For environmentally relevant concentrations 
(less than lo* M or one-half water soiubility). equi- 
librium sorption is linear with dissolved chemical con- 
centration (Karickhoff 1984) or: 

Cl * Kpl c4 (2.42) 

where G is chemical concentmtbn in the solid phase 
I (mg/kg), cd is dissoived chemical concentration 
(mg/L), and Q is the sorption partition coefficient 
between the two phases (L/kg). At equilibrium, then, 
the distrfbuth among the phases is controlled by the 
partition coefficient, KQL The total mass of chemical in 
each phase is contrdled by KpI and the amount of solid 
phase present. 

Values for the partition coefficients can be obtained 
from bboratary experiments. For organic chemicals, 
lab studies have shown that the partition coefficient is 
related to the hydrophobkzrty of the chemical and the 
organic matter content of the sediment. Normalization 
of the partltion coefficient by the organic-carbon con- 
tent of the sediment has been shown to yield a coeffi- 
cient, Koc, that is relatively independent of other 
sediment characteristics or geographic origin (Karick- 
off 1981). Correlation of Koc with thewater solubility of 
the chemical or the octanoi/water partttlon coefficient 
of the chemical has yielded successful predictive tools 
for incorporating the hydrophobicity of the chemical in 
an estimate of Its partitioning. These correlations do 
poorly for chemicals with very low or very high 
hydrophobic@ however, because of deviations from 
hydrophobic adsorptbn. 

Chemicals containing polar functional groups and low 
octand/water partition coefficients tend to exhibit 
hydrophilic contributions to adsorption. Large non- 
poiar molecules with high octanol/water partition coef- 
ficients generally require long time periods to reach 
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equilibrium resulting In low estimates of Koc when 
sorption is measured over short time frames (Karkkoff 
1984). The latter effect is particularly sign&ant be- 
cause It suggests that the assumption of Instantaneous 
equilibrium used by the toxic chemical models may not 
be valid for those chemicals for which adsorption is the 
most important process (Ambrose et al. 1988). 

in addition to the assumptbn of instantaneous equl- 
iibrium, implicit in the use of Equation 2.42 is the 
assumption of reversibility. Labomtory data for very 
hydrophobic chemicals suggest, however, that a 
hysteresis exists, with desotptbn being a much slower 
process than adsorption. Karkkhoff (1984) suggests 
that this effect may be the result of intraparticie kinetics 
in which the chemical is slowly incorporated into com- 
ponents of the sorbant. This phenomenon Is not well 
understood and no quantltative modeling framework is 
avaiiabie to characterize tt (Ambrose et al. 1988). 

Empirical evidence has suggested that the partltion 
coefficient Is inversely related to the partlde concentm- 
tion. A particle Interaction model has been proposed 
by Di Toro (1989) which describes thls relatlonshlp. 

III. chemical Loss Mechankms 

The overall hydrdysis rate constant in most toxic 
chemical models is calculated by: 

KH = z(hw - (ff+] + kHN, + & * [OH-]) (243) 

where kw Is the ac h 
Yyd phase I (L mde-‘se& , 

rdysis rate constant for 
kHM is the neutral hydrolysis 

rate constant for phase I (sec.‘), kHa is the alkaline 
hydrolysis rate constant for phase i (mole-‘sec.‘1. [f-f+] 
is the hydrogen ion concentration (moles L’ ), and 
[OH’] Is the hydroxide ion concentration in (motes/L). 
The models do not compute hydrogen or hydroxide 
ion concentrations. Instead these are input to the 
models assuming that their concentrations are unaf- 
fected by the hydrolysis reaction because of the low 
concentration of the toxic chemical present and react- 
ing. 

e. Ptxmysis 
A quantitattve framework that permits the precfktion of 
direct photdysis from the incident light and the char- 
acteristics of the chemical (zepp and Cline 1978) has 
been incorpomted into several of the toxk chemkal 
modeling frameworks. Use of this framework in natural 
water systems is complicated by the tack of a satisfac- 
tory model of UV-fIght penetration that incorporates the 
effects of both dissolved organics and partktdate 
material in the water column. A comprehensive 
framework for photdysis also must include sensitized 

- 

photoiysis. Unfortunately, the spectrum of com- 
pounds, partkularty dissolved organks. invotved In 
photochemlcd rwctbns is not known (Miiler 1993). In 
addltion, valid frameworks to predict free radical reac- 
tbns have not been deveioped and the importance of 
these reactions remain undetermined (Zepp 1989). 

A less r@orous method for predicting the photdysts 
mte wefkknt Kp imdves extrapolations of obstwed 
rates from one envfronmentaf condition to andher: 

Kp = KPG[L] ZpA’fi P.44) 

whem Km is the obsenmd rate coefkient (3-l) for a 
reference light intensity, (L] is the fraction of the refer- 
ence light intensity averaged through the water 
cofumn. (p Pi Is the dative yiefd for the chemical in 
phase I. and 11 is the fraction of the total chemical 
concentration in phase I. The reference light fraction 
[L] accounts for depth, light extinction, cloud cover, 
latitude changes, and surface light variability. 

c. C 
Chemical oxldatlon of organic materials can be a con- 
sequence of interactions between free radicals and the 
pollutants. Free radicals can be formed as a result of 
photochemical reactions. Free radicals that have 
received some attention in the literature include alkyf- 
peroxy radicals, ROs; OH mdicais, and singlet oxygen. 
Oxfdation is often modeled as a second order process 
dependent upon concentmtlon of the oxidant and 
chemical. 

0. kWaticm 
Consider a weak acti AH3 or base BHs which may or 
may not react with water modules to form charged 
anions and cations (ionize): 

AH,=AH2-+H+, K.1 (2.45) 

BHs-BH+~+OH-,&~ (246) 

where G and Kb are the equilibrium first Ionization 
constants for the reactions. These reactions are rapid. 
At equiilbrfum, the distribution of chemicals between 
the un-ionized and the ionized species is controlled by 
the pH of the water and the bnlzation constants 
(Ambrose et al. 1988). Stronger acids and bases may 
undergo further kmization, controlled by ionization 
constants Ku, Ku, Km, Km, the second and third 
bnizatbn constants for the add and base respectively. 
However, toxk organks am generally weak ads or 
bases. Examples of weak acids are the phenols 
(chlorophenof, dichforophenoi, trichlorophenoi and 
pentachiorophenol), and a base is benzidine (Mills et 
al. 1985). 
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The aMlty to dnwrbte bntzatbn. the disassociatbn of 
achemkal~ochafgadspedes,maybecMcalfor 
chemicals that axhibtt dlfferent chemical charac- 
taristbalnd#farerUbnIcstateaForsomechemlcals, 
suchasammonlaorhydrogencyanide,ltmaybe 
necessaryto~lct~ inordertopredictvarta- 
t&mshtadcdfects.Incmases lnobservedtoxlcltyof 
hydrogencyanlde(HCN)abovepH9cofwWeweli 
wMhefmctkmhtheanbnicform(CN).(Wms1985). 
lontzatbnwasdascrbed pwbuslyforammonia (Sup 
llh’mt 111, part v). 

Biodegradation is generally assumed to follow 
Mkzhaelis-Menten enzyme kinetks. values for the hfitf 
saturatbn constant Km and the maximum rate of 
degradation are nd easily measured. Toxic chemical 
models generally assume the chemical concentration 
is much less than the half saturation constant and 
simplify the MichaeWMenten equation to: 

KB’ -BmuKm “B N -kBB (2.47) 

~eKeisthe~orderratecoefficlent(mLcells” 
day”). The bacterial activity. B (cells ml”), is equal to 

themactantefuyme fwmmtmtbn (Ambrose et al. 
1988). However, enzyme concentratbn cannot be 
measured in the fieb and the envtronmental and 
ecologkaleffectsonenzymeactMlyarediffWtto 
estimate (Lawls et al. 1984). Consequently, other 
Mdogkal parameters are substituted, such as the con- 
centratbn of bacterial cells. 

Thegrowthkinetlcsofthebacterlalpop&itbndegrad- 
ingatoxlcchembalarenotwellunderstood.The 
presence of competing sub&rates and of ather bac- 
teria, the toxicity of the chembal to the degrading 
bacteria, and the possWitles of adaptatbn to the 
chemical or co-metabolkm make quantl9catbn of 
changestnthepopUatkmdRfk&aswetiastheex- 
trapolatlon of laboratory to field condRbns ques- 
tionable. As a tea&. toxic chemical models gene&y 
assume a constant bbioglcai activity rather than 
modeling the bacteria directly. Often, measured first 
order bbdegradath rate constants obtained from 
experhents under field conditbns as used rather than 
second order rates obtained from laboratory experi- 
ments that then require the addMnai estimation of field 
hactertai concentratbns (Thomann and Muetler 1987). 

SUPPLEMENT V: METALS 

l.Modeongmiques 
The simulation of metals in aquatic systems has heen 
approached from several levels of complexity. Present- 
ly, only approximate methods are available for estimat- 
ing the dynamic mass transport of metals in 
complicated natural environments. The sorptive inter- 
actions of metals with partictiate matter is the major 
process affecting the fate of toxic metals In the natural 
environment (Medine and McCutcheon 1989). 

Modelbg studies have been conducted using fidd 
derived or estimated, constant or varying, partition 
aHfi&nts to descrbe the association of metals with 
sdlds. wfth associated transport due to settling and 
resuspension. For example, the rlverlne model 
MICHRIV (Large lakes Research Statlon 1987) utiiizes 
this approach and was used to analyze metal con- 
taminatbn in the Fiint River, Michigan as described by 
Debsetal. (19fl4)andMillsetal. (198S).Thomannand 
Meuiler (1987) described the simulation of sediment 
cadmium concentrations in the Sajo River, Hungary. 
using a partition coefficient which varied with 
suspended solids concentrations. Mills et al. (198!5) 
describes several screening level approaches con- 

sidering sorptbn. These methods may also he ap- 
propriate for some estuarine waste load allocations for 
metals. However, care should be exercised in using 
data to estimate sorption that does not reflect similar 
water chemistry and sediment characteristics to the 
system being modeled (Medine and McCutcheon 
1989). 

An alternative approach to using descripttve methods 
for partboning may he required where sufficient field 
data are not availahie for estimating partition relation- 
ships, where chemical conditions are expected to 
change or where lt Is necessary to identity the form of 
the metal present In order to estimate its hazard. Equi- 
librium speciation models, such as MlNTEOAl (Brown 
and Allison 1987) may provide estimates of equilibrium 
aqueous speck&n, adsorptbn, gas phase partitbn- 
ing. soiid phase saturation states, and precipttatbn- 
dissolutbn for muttimetal, muttitigand systems. For 
waste bad allocation purposes, equilibrium speciatbn 
models must then he run in conjunctbn with transport 
and transformation models. such as WASP4 (Ambrose 
et al. 1988). 
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II. Promss Dmaipmm 
The form of the metal will be determined by the net 
result of interactions between complexation. chemical 
precipttation, adsorption, and oxidation-reduction. The 
combined effects of these interactions are computed 
using computer programs such as MINEQL (Westhall 
et al. 1986), MlNTEQAl (Brown and Allison 1987) and 
others which compute equilibrium composition in a 
multimetal, multltigand system, using mass balance 
and mass action equations and considering the effects 
of chemical precipitation, redox, and sorption. 

A complexabun. 
Complexation refers to the reaction of a metal (e.g. Ag. 
Cd, Cu. Pb, Zn, etc.) with organic and inorgank ligands 
(e.g. OH-, C&2-. SO&-, CT. F, NHs. @-, amino acids, 
humates, fulvates, etc.) in water, to form a third species 
(the metal-ligand complex). 

To compute the form of a particular metal is likely to be 
in, tt is usualiy necessary to consider all of the dominant 
sets of reacting iigands and competing metals. This 
involves the simultaneous solution of a series of non- 
linear equations. To develop these equations in a 
general form, we may first represent the components 
of a dissolved complex (metals and ligands) as X(j). 
where X(j) Is the activity for the component j of the 
complex (or molar concentration tf bnic strength is 
zero). For example, if “a” moles of component X(1) 
reacts with “b” moles of component X(2) to form a 
complex, the reaction may be written as 

0 X(1) + b X(2) IX(l),X(2)b ww 

Assuming equilibrium, the reaction may be written as 

K(j) =c(j) 
x (1). x (2)b 

and then 

C(i) -K(i) X(1)‘X(2)b (2.49) 
where C(i) is the activity of the complex (X(l).X(2)b) 
and K is a stability constant. If we further let the 
stoichiometrk coeffkients be represented as a(i.j) for 
the complex I and component j (for example above a 
- a(i,l) and b - a&2)) then the reaction may bewritten 
in more general form as 

C (i ) - k (i ) i,X (j )r(iJ) (2-m 

where N is the total number of components (metals and 
ligands) in complex i (2 In the above example), and a&j) 
is the stoichiometric coefficient for the jth component 
of the lth complex. 

A mass balance may be written for any given com- 
ponent dlstrlbuted among ail of the complexes. For 
example the amount of a component X(l) \n a complex 
C(i) is a(l,j)C(i). The total amount of the component 
among all complexes may be written as - 

XN) - 5 u(ij)C(i) Wl) 

where M is the total number of complexes. Substituting 
from Equation 2.50, Equation 2.51 may be rewrttten as 

XT(~) = ! u (ij) k(i) fi X(i)‘(iJ) (252) 
i-l j-1 

The sdution procedure, used in such models as 
MINEOL (Westail et al. 1986) and MlNTEOAl (Brown 
and Allison 1987). is to make an initial guess as to the 
activity (or concentration) of each of the j components. 
The concentration of the indiviiual species is then 
computed, using Equation 2.50, and the total of each 
component calculated (Equation 2.52, XT(~)). This total 
is then compared to the known total (T(j)), as 

D(j)=XrO’)-TO’) 

for all components and if the difference (D(j)) is greater 
than some criteria, a second guess estimate of the 
activities Is made. The solution procedure is iterated 
until the known totals for each of the components and 
computed totals converge to within some specified 
difference. The procedure is accomplished numerically 
using techniques such as the Newton-Raphson 
method for solving simultaneous non-linear equations. 

in some cases, the transport and fate of metals is 
affected by chemical precipitation and dissolution, 
either through direct precipitation of metal soiids ( e.g. 
CdS, CUSOI) or through coprecipitation where a major 
ion precipitate is formed which binds metals in the 
process (Medine and McCutcheon 1989). The possibie 
concentrations of metal ligand complexes are con- 
strained by their soiubiiity. as expressed by the 
solubiiity product for the ith complex, b(i). However. 
determination of the sdubility requires consideration 
of all possible reactions and equilibria (Stumm and 
Morgan 1981). Chemical equilibrium models such as 
MlNTEOAl can examine the process of precipitation 
of pure metals forms in aqueous systems, assuming 
equilibrium conditions. 

c. Rechx Reaclms. 
Metals can change oxidation states through various 
oxktation and reduction reactions, expressed as 

M +++c- =M+,Kri (2.53) 



whereM++ lsoxldlxdmetai.M+breducedmetaJ,e’ 
banelectron.and)(rlistheBqrJliklWncoefficientfor 
reaction I. OxkIatbwaductbn reactions axert s& 
nifkantcontrolsonthechemistrydmajwbnsand 
trace metals and their mobllty, partkllarfy between 
suspended and bed soilds forms (Madbe and Mc- 
Cutcheon 1989). Reductbn reactbns. such as in the 
forma&n d sulfkles in sediments, may sttongly affect 
the dissohad concentratbns and ecotow of trace 
metals. Recbx reactions are generally included in 
chemkai equilibrium models, such as MINTEOAl . 

D. sopfim. 
ThemoddlngofmetaladsorptbntowsisreceM~ 
considerable interest due to its Importance in regulat- 
ing metal movement In aquatic systems (Medine and 
McCutcheon 1989). However, sorption is strongly af- 
fected by the interactions between metals forms. sorp- 
tbn Is strongly affected by pH, often varying from 0 to 

100pefmtadsorptionowanammngedW 
(o&n less than 2 units). 

A standard relatbnshfp for metab sorption my be 
WrIttenas 

M+Sm-MSn 

and 
w4) 

(2-W 

where KAM is a standard ad!3ofptiorr constant and Sm 
anadsorhbgsurfaceoftypemandMisthefreemetai 
km concentmtbn. Other modeis propowd to describe 
adso@on and hcluded h the MlNTEOAl code are 
activity Langmuk sor@h, activity Freundiich. bn ex- 
change sorptbn, constant capacitanceand triple-layer 
surface complexation models (Medine and MC- 
Cut&eon 1989, Brown and Allison 1987). 
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3. Model Identification and Selection 

Robert B. Ambrose, Jr., P.E. 
Center for Exposure Assessment Modeling 

Environmental Research Laboratory, U.S. EPA, Athens, GA 

3.1. Introduction 

The first steps in the modeling process are model 
identification and selection. Specific water quality 
problems are identified and study objectives are set. 
The goals are to identify the simplest conceptual model 
that includes all the Important estuarine phenomena 
affecting the water quality problems, and to select the 
most useful analytical formula or computer model for 
calculating waste bad allocations. Selection of too 
simple a model can result In inaccurate predictions of 
future water quality under hypothetical bad reduc- 
tions. This can happen even if the model calibration 
‘fits” existing data. Inaccurate projection from present 
to future can be caused by a changing balance among 
important processes, such as carbonaceous, 
nitrogenous, and sediment oxygen demand. The result 
is a waste bad allocation that is either too expensive 
or underprotective of water quality. 

On the other hand, selection of too complex a model 
will most likely result in misdirected study resources, 
delays in the study, and increased cost. Predictive 
uncertainty may increase because of extra "free” model 
parameters that cannot be estimated with available 
data. Study costs will increase because of the addition- 
al data requirements and the expanded computer and 
manpower time needed for model runs, analysis, and 
sensitivity studies. 

This chapter provides general guidance and some 
specific procedures for identifying an appropriate 
model. The term “model” in Section 3.2 is used in a 
general sense to identify the variables and equations 
solved, the dimensionality, and the space and the 
resolution. Specific analytical formulas and computer 
models are discussed in Section 3.3. 

3.2. Model Identification 

During model identification, available information is 
gathered and organized to construct a coherent pic- 
ture of the water quality problem. The goals are to 
develop the most effective monitoring strategy and to 
select the most appropriate computer model. 

There are four bask steps in model identification: 

• Establish study objectives and constraints 

• Determine water quality pollutant interactions 

• Determine spatial extent and resolution 

• Determine temporal extent and resolution 

These steps are generally considered sequentially. 
They are related, however, and later steps may require 
refinement of earlier decisions. Indeed, after the study 
has been inhibited, new data or model results may 
suggest changes in the conceptual model initially iden- 
tified. 

Following model identification. another important step 
is advised: 

• Perform rapid, simple screening calculations 

These calculations should help the modeler gain a 
better understanding of expected pollutant levels and 
the spatial extent of water quality problems. Analytical 
solutions are often used along with available data 
throughout the model identification stage. These tech- 
niques are discussed in Section 3.3.2. 

3.2.1. Study Objectives and Constraints 

The first step in identifying an appropriate WLA model 
for a particular site is to review the applicable water 
quality standards and the beneficial uses of the estuary 
to be protected. Local, state, and federal regulations 
may contribute to a set of objectives and constraints. 
Each may specify particular pollutants or classes of 
pollutants, and imply time and space scales that must 
be resolved by the model. For example, proscription of 
"toxic pollutants in toxic amounts” implies simulation of 
whole effluent toxicity dilution. Ammonia or metals 
standards imply simulation of those specific chemicals. 

Regulations may specify an allowable mixing zone” in 
the vicinity of the outfall. This requires that a model 
have sufficient spatial resolution to resolve near-field 
dilution and mixing processes. For example, the 
regulation for a thermal outfall may require that waters 
return to within 2°C of the ambient temperature within 
100 m of the outfall. This requires a model with an 
analytical solution, or a numerical model segmented 
on the order of 10 meters. By contrast, standards for 
minimum daily average dissolved oxygen require an 
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estuarine-wide. or far-field model that extends beyond 
the range of influence of the discharge. 

The next step in identifying an appropriate WLA model 
for a site specific application is to review the existing 
data on waste loads, stream flows, and ambient water 
quality with respect to the beneficial uses of the estuary 
and the applicable water quality standards. These data 
should indicate whether standards violations or water 
quality problems are associated with diurnal fluctua- 
tions, storm events, flow variation, and/or season of the 
year. The modeler can use this information to deter- 
mine the temporal resolution (steady-state, tidally 
averaged, real time) and the important pollution sour- 
ces (point source, nonpoint source) that must be in- 
cluded in the selected model. The ambient water 
quality data should also indicate where violations or 
problems are occurring and whether significant spatial 
gradients in concentration exist. The combined infor- 
mation collected on the water quality problems will help 
determine which driving forces (freshwater inflow, 
tides, wind, etc.) must be represented in the model. In 
order to further define required model capabilities, 
future developments planned for the watershed should 
be identified. Projected new point source discharges 
or land use changes may require the WLA model to 
have different capabilities than the existing situation 
merits. 

Table 3-1. General Scales of Interest 

Problem Context Spatial Scale Temporal Scale 
Salinity Estuarine-wide Seasons 
Sediment Estuarine-wide Days to Seasons 
Bacteria Mid/Far-field Hours/Days 
Heat Near-field Hours 
D.O. Depletion Far-field Days to Seasons 
Nutrient Enrichment Far-field Seasons to Year 
Toxicity Near-field Hours to Days 
Human Exposure 

-metals Far-field Weeks to Years 
-volatile organics Far-field Days to Weeks 
-hydrophobic organics Far-field Seasons to Years 

The final result of this step should be a dear under- 
standing of the pollutants and water quality indicators, 
the areas. and the time scales of Interest. The spatial 
and temporal scales for a range of standard water 
quality problems are suggested in Table 3-1. These are 
for general guidance, and must be interpreted more 
precisely for each specific waste load allocation. 

3.2.2. Water Quality - Pollutant Interactions 

After the pollutants and water quality Indicators are 
identified, the significant water quality reactions must 
be determined. These reactions must directly or in- 
directly link the pollutants to be controlled with the 
primary water quality indicators. All other interacting 
water quality constituents thought to be significant 
should be included at this point. This can best be done 
in a diagram or flow chart representing the mass 
transport and transformations of water quality con- 
stituents in a defined segment of water. Figures 2-4 
through 2-10 (Section 2) Illustrated variables and 
processes important to the major water quality 
problems. Not all of these have to be included In the 
actual WLA model selected for use. Those excluded 
from a model, however, should be considered exter- 
nally and parameterized in the coefficients. Figure 2-4 
covered sediment transport. Figures 2-5 through 2-9 
illustrated conventional pollutant interactions affecting 
dissolved oxygen, nutrient enrichment, and 

eutrophication. Figure 2-10 dealt with toxicants, such 
as organic chemicals. 

Each water quality constituent must be examined to 
determine the important forcing functions and boun- 
daries, such as the air-water or water-benthic sediment 
Interfaces. For example, dissolved oxygen is in- 
fluenced strongly by reaeration across the air-water 
boundary. The nature of the reaeration function, then, 
should receive particular attention In the monitoring 
and modeling process. Constant or spatially-variable 
rate constants might be specified as calibration 
parameters. For estuaries dominated by flow or 
wind, reaeration rates might better be specified as func- 
tion of velocity. depth, and wind speed. At the benthic 
boundary. sediment oxygen demand Is usually 
specified as a spatially-variable flux. to be measured or 
calibrated. This flux, however, can be expected to 
change with future reductions in waste loads. There 
have been recent attempts to include benthic organic 
material as a model variable. with the flux computed 
internally. While satisfying conceptually, the benthic 
components of these models are difficult to calibrate 
because of the long time frames controlling benthic 
reactions. Good practice at present may be to include 
these reactions In the conceptual model, but calculate 
or estimate their effects external to the waste load 
allocation model. An example calculational framework 
was proposed by Di Toro (1986). 

The final result of this step should be the assimilation 
of all the available knowledge of a system in a way that 
major water quality processes and ecological relation- 
ships can be evaluated for inclusion in the numerical 
model description. The conceptual model is the start- 
ing point from which systematic reductions in com- 
plexity can be identified that will provide an adequate 
representation of the system, while meeting the objec- 
tives of the study. 
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3.23. S@.ialB&nhndscale 
The general area affected by the waste load allocation 
and the sign&ant water quality reactions were Men- 
tified In steps 1 and 2. The purpose of this step is to 
specify the spatial extent, dimenslonallty, and scale (or 
computational resolution) of the WIA model. This may 
be accomplished by determining the effective dimen- 
sionallty of the estuary as a whofe, defining the boun- 
daries of the study area. then speclfylng the required 
dimensionallty and spatial resolution within the study 
area. 

3.2.3.1. Effective Dlmensionalfty 

Real estuarfes are, of course, three dimensional. There 
are gradients In hydrodynamic and water quality con- 
stituents over length, width. and depth. The effective 
dimensionality of an estuary includes only those 
dimensions over which these gradients significantly 
affect the WLA analysis. Justifiable reductions in 
dimensionallty result in savings in model development, 
simulation, and analysis costs. Usually the vertical 
and/or lateral dimension Is neglected. Eliminating a 
dimension from the WtA analysis Implies acceptable 
uniformity of water quality constituents in that spatial 
dimension. For example, use of one dimensional lon- 
gitudinal models implies acceptably small concentra- 
tion devfations from the cross-sectional mean, both 
vertically and laterally. This judgment requires under- 
standing both the transport behavior of estuaries and 
the specific goals of the WV\ study. 

For estuarine WIA modeling, the longitudinal (x) 
dlmenslon can almost never be neglected. The analyst 
must decide whether the lateral (y) or vertical (z) 
dimensions must also be retained. The most frequent 
cause of variation in the vertical direction Is density 
stratification. Lateral varbtlons may be caused by large 
widths and slow lateral mixing. Vertical and lateral 
variations can ba observed by plotting water quality 
concentration variations with width and depth. If such 
data are not available, vertical and lateral variations can 
be predicted in one of several ways: 

l denslty, sallnlty, or temperature gradients, 

l tidal or residual velocity reversals over width or 
depth, 

l dye cloud splitting and dffferential advection, 

l geomorphologioal classification. 

A. Oegree of Stratification. 

Fisher et al. (1972) suggested a method to predict the 
degree of stratification in an estuary as a whde. Fresh- 

water is lighter than saltwater. This produces a buoyan- 
cy of amount: 

WWKY = AP~QR 
where 

(3-l) 

A p = the diercoce in densir between sea and 
river water, (about 0.025 kglm ), 
g - accclcratioo of gravity, (about 9.81 m&c*), 
and 
QR = freshwater river flow, m3/sec 

The tide on the other hand is a source of kinetic energy, 
equal to: 

Kinetic energy = p W UC ’ 

where 
u-2) 

P = the seawater density, about 1.025 k@m3, 

W = the estuary width, m, and 
Ut = the square root of the averaged squared 
velocities, m&c. 

Width and velocities should be taken at a repre- 
sentative cross section of the estuary. The ratio of the 
above two quantities, called the “Estuarine Richardson 
Number,” is an estuary characterization parameter 
which is indicative of the vertical mixing potential of the 
estuary: 

R=A~~QI&WU,’ (3-3) 
If R is very large (above 0.8). the estuary is typically 
considered to be strongly stratified and the flow 
dominated by density currents, If R is very small, the 
estuary is typically considered to be well-mixed and the 
vertical density effects to be negligible. 

Another desktop approach to characterizing the de- 
gree of stratification in the estuary is to use a stratifica- 
tion-circulation diagram (Hansen and Rattray. 1966). 
The diagram (shown in Figure 3-1) is based on meas- 
urements from a number of estuaries with known 
degrees of stratification. Its use requires the calculation 
of the 

Stmtification Pammctcr = A S/S0 

and the 

(3-4) 

Cixulation Pammeter = U,/Ut 

where 

v-5) 

AS = time averaged diffcrcncc between salinity 
levels at the surface and bottom of the estuary, 

so= cross-sectional mean salinity, 
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(Statlon code: M, MIsrlsslppl Rlvor; C, Columbla 
Rlvor l rturry; J, Jamoa River mrtuary; NM, Narrows of 
the Mersoy estuary; JF, Strait of Juan de Fucr; S, 
Sliver Bay. Substtlptr h and I refer to hlgh and low 
Aver dltcharge; numborr Indlcato distance (In miles) from 
mouth of the James River estuary. 
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US - net oon-tidal surface velocity, and 

Ut - mean freshwater velocity through the section. 
For best results, mean salinity and vebclty shouk! 
represent averages 0~81 several tidal cycles. The 
stmtlfkatkn parameter is much less sensittve to ttdal 
variatlons than the circufatkn parameter. To apply the 
stratlfkatlon-circulation diagram, calculate the 
parameters of Equations 34 and 3-5, and plat the 
resulting point on the diagram. Type 1 estuartes have 
seaward hws at all depths, and the upestuary satt 
tntruskmtsduetottdatdHfusbn.TypelampmseMs 
slight stmtification as In a tatemlty homgemm, well- 
mbedestuary.lnTypelb,therebgtrong~. 
Type 2 Is partially well-m&d and shows ftow mversats 
with depth. In Type 3a the transfer Is pdmarffy advec- 
t~,andInType3bthelawerlayer~~deep,cuIna 
f)ord, that clrcutatlon does not extend to the bottom. 
Finally, Type 4 represents the salt-wetdge type wlth 
intense stmtificatton (Dyer, 1973). The purpose of the 
stmtlfkatkncircutatlon analysts is to detennlne the 
degree of vertical resofutlon needed for a modeling 
study. If the estuary is wefl-mbred, the vertical dimen- 
sion may be neglected, and all constituents In thewater 
column are assumed to be dispersed evenly 
throughout. If the estuary is hfghty dmtlfid, A Is ap- 
proprtate to model at least two layers. The approach 
for a partially-mbed system Is nat so dear and ludg- 
ment must be exercised. For a recent toxks study 
(O’Connor et al., 1983), the James River, whkh Is 
panhlly strattfied, was treated as a P-layer system, 

A final desktop method for characterizing the degree 
of stratifkation Is the calculation of the estuary number 
proposed by Thatcher and Harleman (1972): 

E,j I: P,U,kJ,j2T 

where 
0-a 

&j - cstuaqnumbcr, 

PC - tidal prism volume, rn3, 

Ud - dcosimctric v&city, mlscc, 

- W’ANP)~ 
Ap - the density diffcrcncc bctwccn river water 
and sea water (about 0.025 k&), 
p = density of sea water (about I.025 kg/&), 

U0 - maximum v&city at mouth of estuary, &cc 

D - depth, m, 

g - acceleration due to gravity (9.81 cn/scc2), and 

T - tidal period, (about 44,700 SC). 
Again, by compartng the calculated value with the 
values from known systems, one can Infer the degree 
of stratifkation present. 

The degree d stmttfksatlon detennlned by one of the 
above matbds may be tmndated into the fdtowkg 
crlterlaforrrKldelsdactkn: 

l strcmgly stratlfkd - Include the vertical dimen- 
sbnlnatleasta2layefrnodel 

0 moderately 8tmttfied - rnny Indude the vertkd 
dlmenslon In a mM4ayered modet. or 

l vertkallywell-mlxed - n@ectverIkal dknen- 
don, uass water qudlty prowssw dktatever- 
tkal resdutkJn 

8. 7waf w ResMal veloc/ly Reversals. 

Beyond the use da stmtlkatkm dlagmm, the analysis 
alvertkaldlmenskmreductlanbecornesrwred~~ 
and lntuittve. However, the fdlowlng criteria seem 
reasonable (FIgwe 3-2): 

tldal velocity reverseIs - should include vertkal 
dime&on In at leas! a P-layer model, 

r8sldualvetodty reversals - may lndude the vef- 
tkal dhnensbn in a muttl-layered model of may 
negkd vertkal dimenskn if vertical vartabitlty Is 
small, 

C. Dye Studies. 

Dye studies dmpfy replace the Euterean observations 
d current meters wlth the Lagmngian movement of a 
dye doud study. Agah, quantttattve analyses are dif- 
ficult, but the fdlowing criteria seem reasonable (F@ 
we 3-3): 

Dye cloud separates and moves -cloud Is 
fqxmdingtoavertlcalttwrewKsaland 
moves as 2 or mom dkttnct units, indkatfng the 
vertical dlmenslon should be included In at least 
a P-layer model, 

Dye ctoud spreads In non-Gaussian manner - 
some dffferentbt shearfng ts present and the 
system may be studied using a mutti-tayer 
m=M, or, 

Dyedoudmovesdov!mstreamanddiffusesina 
Gaussian manner - Itttte dlfferenttal shearing is 
present and the system may be modeled 
neglecting the vertical dlmenskn. 
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Flguro 3-2. Vortkal vokulty pmtU.8. 

0. Geomorpfmfogice/ Classification. 

Over the years, a systematic geomorphdogkal das- 
sifiition of estuaries has evoked. If ltttle or no data are 
available, one can try to categorize the estuary within 
the basic morphotogical definitions of Dyer (1973). 
Dyer (1973) and Fischer et al. (1979) identify four 
groups: 

Drowned river valleys (coastal plain estuarfes) 

Fjords 

Bar-built estuaries 

Other estuaries that do not fii the first three ctas- 
sifications 

Typical examples of North American estuaries are 
presented in Tables 3-2 and 33. The characteristics of 
each geomorphdogicat dassification were d&cussed 
in Section 2-l. Using these ctasstfications, the ap- 
proach is to estimate the degree of stmttfiition from 
known conditions In a geomorphobgically similar es- 
tuary and use the criteria given below under “degree of 
stratification”. 

3.2.3.2 Study Area Boundark, 

After the effective dimens&& ItydtheWtlJtt~haS 

beendet~.spectf&boundarksdthestudyarea 
mustbeestabttshed.Ingenerat,theboundarksshould 
be located beyond the hftuence of the dtscharge(s) 
being evaluated. othemvb, proper spedfkation of 
boundary concentmtions for model projections Is very 
dtffkutt. Sometimes this guldeltne Is rot po&bte. One 
rule stdctty applies - boundar&s Mutmced by a dis- 
charge should be located far enough from the dis- 
charge so that errors In the boundary concentmtfons 
do not stgntfkantty affect predicted maxima or minima 
uponwhkhthewisbelngbawd. 

Beyond these rutes, several common sense guldefines 
can help locate proper model boundaries. Boundaries 
should be located where flow or stage and water qualtty 
are well monitored. Upstream boundaries should be 
located at a fall line, or at a gaging station in lree-flow- 
ing, rtvertne reaches. Downstream boundaries are best 
located at the mouth of an estuary, or even nearby in 

a) Cloud Se~u8t.s 

b) Non-Gu~sslm Sprordhg 
L hjHuon poht 

L hjocuon potnt 

c) GaussIan Sproadng wlth Downstrrrm Movofnont 
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18bl8 S2. Topogrrphk E8tuutn8 tZb8WMh 
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?P@l Vortkalo8- m8r8l E-w 
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rty 
G8hmtton 08y 
Nb8mul8 
sound 
Pllmicu 
SolJnd 

Pugrnt Sound 

on the speed and extent of lateral and vertkat mlxtng. 
The rate of mtxing must be compared wtth water quality 
reactlon rates to determine if lateral or venkal 
gradlents are to be expected for particular Con- 
stituents. For example, an estuartne reach that mbtes 
laterally in 1 day can be laterally averaged for pdlutants 
with characteristk reactkn tfmes of days (such as 
BOD). This same reach, however, should not be lateral- 
ly averaged for potlutants wfth reactton times of hours 
(suchascotYormbacterfaorsomeorgankchemkak). 

Lateral mbctng can be descrtbed by the conveclh 
length, Lc, over whkh the discharge plume is mbed 
laterally (Fischer et al., 1978, Hdley and Jlrka, 1986). 
Complete mbrlng Is defined when the concentmtion k 
v4thlnSpercentdltsmeanvalueeverywherelnthe 
cross sectlon. For centerline and side discharges, 
respecthrety, the mixing length Lc Is given by 

Lc = 0.1~ W2/Ey 

Lc = 0.4 u W’/Ey 

where 

Fjords ITiir High ti811 Nkrnl tnlot u - mean downstrcant velocity, m/day 

SIl-fw W - channel width, m 

V8hJS V8dOtJS 

the ocean. For large estuaries with relatively unaffected 
seaward reaches, the downstream boundary can be 
located within the estuary near a tkal gage and water 
quality monitoring station. 

If these gukteflnes are not possible because of exces- 
sive computational Jements, consideration should be 
given to nested grtds. A crude grid coutd span the 
estuary and predict ttdal flowsand concentmtlons. Two 
or more internal dements In the coarse grid could serve 
as boundaries to a fine grfd. This strategy may be 
particularly useful for assessing near-fiefd effects In a 
strongly tidal estuary. 

3.2.3.3. Study Area Resolution 

If the study area constftutes all or most of the estuary, 
the model dfmensknalfty should equal the effecttve 
estustine dimensfoneltty. If, however, the study area ts 
a discrete segment of the estuary, then further 
simplifications in dlmensionaltty may be possible. Data 
descrfblng the spatial gradients of important water 
qualfty constituents within the study area shoufd be 
examined. Dye studies can gtve important lnfonnatlon 

O-7) 

(3-S) 

Ey - lateral difhrsion coefficient, m2/day 
These formulas strktly apply to steady, unidirectknal 
flow. Complete mfxlng Is nd achkved during ebb or 
flood tkte If the lateral mbctng time Wu k gmater than 
6 hours. Steady discharges can become tatemtly well 
mbed withln the mfxfng length even H the lateral mking 
time exceeds 6 hours due to tidal reversals. Lateral 
diffusion coeffkients are best estimated by dye studies 
or other site specifk data. Several general formulas are 
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given In Bowh et al., (1966). The time requlrad for 
con@3telataralrnlxlng(b/u)canbeusafu6ycom- 
paredtoreadkrrhdfl~(AtH)topredictthedegree 
orhter8lmMngforva~pollutontsandwateJrqusllty 
unstltuar#aH&fItvascanbeestlmatedfromtheftrst 
ordermactknlmteamstontK 

Affi-O.69VK O-9) 

Theconvecttvambdnglengthshouldbecomparadto 
tfnsstudyaread~ todetemllnetherehuve 
Importance of lateral mbclng on the study area as a 
wfmle. If the effects are slgnlflcant, or lf regulatkms 
enfcucewoterquafltystondordsottheedgedthe 
mbdng zone, then a near-fteld model Is requlrad. 
Numericalmodek~becomposedofcomputa- 
tkmaldemmtswithshortlmgthAxandwldthAy 

Ax 5 0.2Lc O-10) 
AySO.2W (3-W 

Smaller dimensions wlfl give better precision, but at 
greater computatbnaJ cost. 

If near field effects are judged unimportant, then spatial 
resdurlonfortheentlrestudyareamustbeddermined. 
Dye studies can gtve lmportant information about the 
odvectlve velocRks and llushlng times through the 
study area. lb rate of downstream transport must be 
compared wfth water quailty reactbn rates to dater- 
mine lf longltudlnal gradients are to be expected for 
partkular constituents. Steeper water quality gradients 
require more detailed spatial resolutlon. The length of 
model computational elements shouid be slgnlfkantfy 
less than that required for concentrations to hahxx 

Ax<uAta (3-W 

The characterfstk velocity can be either tidal or tldai- 
averaged, depending upon the type of simulation 
chosen. Thk declslon k discussed In the next section. 

Other considerations may affect the choke of spatial 
scale and the actual layout of the model network. One 
Is the deslred spatial resoiutfon In critical areas to be 
protected, as along a public beach or around a water 
Intake. ComputaMnai elements shouid be centered on 
these features, so that predicted concentrations c8n 
be related directly to appropriate standards or goals 
set to pr&ct thesa resources. Llkewise, computation- 
al elements should be centered on monltoring statbns 
and Important discharges. The model network may 
also have to account for unlque features of the study 
area, such as embayments, marshes and tidal fiats, 
channels, and Islands. if the required spat&l resolution 
is much larger than these features, they may be lg- 
nored. They should be accounted for when the re- 
quired spatial resoiution is of a similar size or less. 

Ardier set d conslderatlons affecting spatiai scale Is 
the required tlrne resolution and the dynamics of the 
loading, transport, and kinetic processes. Theneedfor 
monthly or saasonal average concentrations may 
allow quite large computatbnai elements.11 hlgh or low 
tidal wnwntmtlons are needed. however, computa- 
tkmal elements must be a fraction (say 20% or less) of 
the length of a tidal excursion. Predicting the effects of 
a steady discharge may ally large computational 
elements, whle tracking the direct effects of batch 
discharges or starm runoff with characterktk times 
(A&) constralrts the computational lengths: 

Axsu &e O-13) 
Direct effects Include such problems as acute toxicity 
and bacterial exposure. indirect effects from unsteady 
discharges, such as the Impact of nutrients on 
eutrophication and dlssoh& oxygen, generally don’t 
constrain the computational lengths. An exception Is 
when load k correlated wlth tidal transport, such as 
batch discharges Into ebb tide only. 

It k dear that choice of spatial scale and layout of the 
model network requires considerable judgment. 
Knowledge ol the regulatory problem must be com- 
bined wlth knowfedge of the loading, transport, and 
transformation procwsw and an understandhrg of the 
WU model chosen to perform the simulations. Com- 
petlng factors must often be balanced, such as 
precision and cost, or better fhting one section of the 
network versus another. For best results, the modeler 
should retain the fiexlblllty to refine the modei network 
during the calibration phase of the WLA study. Ex- 
amples of 6 dlfferent model networks applied in actual 
case studies are glven In Part 4 of this manual. 

3.24. TefnpalGUenfandS 

The WIA problem context and lts general time scale 
were identified In step 1. The purpose of this step is to 
specify the duratlon and temporal resofution of the 
wu model. 

3.2.4.1. Duration of WU Slmulrtlons 

The duration of WLA simulations can range from days 
to years, depending upon the size and transport char- 
acteristics of the study area, the reaction kinetics and 
forcing functions of the water quality constituents, and 
the strategy for relating simulation results to the 
regulator; requirements. One basic guideline applies 
In all cases - the simulations should be long enough to 
eliminate the effect of infthf conditions on important 
water quality constituents at critical locations. This will 
ensure that errors in the initial conditions do not sig- 
nlficantly affect predicted concentrations upon which 
the WIA Is being based. 



The s&e and transpoR characteristics of the study area 
determine its ffushing time. This Is the time required to 
remove a parcel of water (along wlth associated dis- 
solved non-reactive pollutants) from an upstream ioca- 
tion in an estuary. Factors that control fiushlng lndude 
tidal action, freshwater Inflow, and wlnd stress. All of 
these forcing functions are tlme variable. flushing tlme 
calcufatbns ore usuafly based on average tidal range 
and average or low freshwater Mow, wlthwlnd effects 
neglected. Because estuarlne flushing k Inherently 
dlspemlve In nature, there k no unambiguous point at 
which the orlglnal water and pollutants ore completely 
replaced. Flushing times can be defined for 90%, 95% 
oreven gg% removal. Typkai flushing times rangefrom 
days In smaIl estuarks or those dominated by tributary 
flow to months ln large estuaries durlng low tributary 
flow condltbns. 

Several formulas have been used to estimate Rushing 
times. The Fraction of Fresh Water Method, the Tidal 
Prism Method, and the Modified Tidal Prism Method 
are described In Mills, et al., (1985). These are screen- 
ing calculations only and should not be consldered 
accurate. Better estimates can be obtained directly 
from dye studles or simple box models calibrated to 
salinity or dye data. 

Flushing times give the minimum duration for simula- 
tions d dissolved, non-reactive poilutants. Reaction 
kinetics affect the required duration for those pollutants 
and water quality constftuents contrdied by various 
physkal, chemical, and biological transformations and 
removal processes. Pdlutants controlled by rapld loss 
rates, such as fecal bacteria or some volatile organic 
chemkais, can generally be characterized by simula- 
tions that are shorter than the flushing time. For water 
quality constituents affected by transformation rates, 
the time required to complete the entire reaction chain 
or cycle must be considered. Some chemicals that 
interact extenslveiy with benthk sediments may re- 
quire simulations greatly exceeding ffushing times be- 
cause their removal Is contrdied by desorptbn and 
benthic diffusion kinetics. Examples lndude nutrlents 
and hydrophobic organic chemicals. Sediment 
dlagenesls modeis should be helpful In analyzing 
chemkal dynamics and fate in such situations. 

The dynamks of major loading and kinetk for&g 
functbns may dktate longer simulations than flushlng 
times and kinetic reactions suggest. Nonpolnt sources 
may provide signlfkant “background” loads that must 
be considered In a WU study. These are highly Inter- 
mtttent, but seasonal In nature and may extend sedl- 
merit, dissolved oxygen, and nutrient enrichment 
simulations from weeks to seasons. The annual sun- 
light and temperature cycles almost require that 

eutrophkatbn simulations range from seasons to 
YWrS. 

The Rnai factor affecting the duration of simulations Is 
the strategy for relating slmulatbn results to the 
regulatory requirements. Sometimes a set of “design 
cond~ions”canbedefined,allawingforshortersim~- 
tbns. Care must be taken to ensure that a particular 
comblnatlon of design condltlons, such as flow, 
temperature, and nonpolnt source loads, does not 
rellect on un rwsonatlly low probablllty of occurrence 
and thus an owly restrktfve WIA 

Another strategy k to extend o slmulatbn for many 
years, deflnlng the varlablllty d the major forcing func- 
tbns as realistically as possible. Often, hktorkai 
records of We, flow, temperature, and ralnfall are used 
to ensure the proper interaction among processes. 
Predicted concentrations are expressed as a frequen- 
cy or probablfity of exceedance of water quality goals 
or standards. Critkai combinations of factors leading 
to vldatbns may be Isolated and examined In more 
detail. 

3.2.4.2. Temporal Resolution 

The temporal resolution of WLA simulations fails Into 
one of three categories - dynamic, quasldynamk, and 
steady state. Dynamic slmufatbns predkt hour to hour 
varbtbns caused by tidal transport. Diurnal forcing 
may also be induded, although not necessarily if out- 
put is lo be time-averaged. Qua&dynamic simulations 
predict varlatlons on the order of days to months. The 
effects d tidal transport are tl me-avenged, and net or 
residual flows are used to drive advection. Other forc- 
Ing functions such as freshwater Mow, pollutant load- 
Ing, temperature, and sunlight may vary from daily to 
monthly. Steady state simulations predkt monthly 10 
seasonal averages. Ail Inputs are time-averaged. 

Two schoois d thought have perslsted regarding the 
utility d dynamic versus quasidynamk and steady 
state simulations. For some problems the choice is 
reasonably dear. Dynamic models ore necessary for 
enalysls d contrd options for complex situations in 
estuaries. Predicting the upstream mlgratbn of poi- 
lutants from an outfall to a beach or water supply intake 
requires a dynamic simulation. Predicting water quality 
effects from batch discharges into ebbing tide requires 
a dynamic simulation. 

On the other hand, quasldynamk and steady state 
models are currently more practical for long term 
analysk d water quality response. Predktlng the year 
to year eutrophkatbn response or the accumulation 
d hydrophobk organic chemicals in the benthk sedi- 
ments of large estuaries is best accomplished by 
qua&dynamic simulations. in general, lf the regulatory 
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need or kinetic msponsekontheorderdhours,then 
dynamic slmulatlons are required; if regulatory needs 
are long term averages and the kinetk response k on 
the order d seasons to years, then quasldynamk or 
steady slmufatlons are indkated. 

Between these two extremes lie many WLA problems 
that mlght be addressed by elther dynamic or 
quasldynamk simulatlon. Some experts assert that 
evenforlong termanalyseswfwreonfyaveragepredk- 
tfons are needed, dynamic simulations are practkal 
and more desirable. Dynamic simulations can be ex- 
pected to more accurately account for Interactions 
among the Important tidal and diurnal forcing functions 
contrdiing average water quality conditions. Caicu- 
lated maxima and minima at a location can account for 
the major tidal and diurnai processes; calculated con- 
centrations, then, can be compared directly to water 
quality crfterla expressed in terms of daily or hourly 
maxima and minima, or in terms of frequency or return 
intervals. Quasldynamic and steady state simulations 
require statistical calculations outside the modei to 
relate predicted average concentrations with maxima 
or minima criteria. Further. quasidynamic and steady 
simulations require careful calibration to long term 
average salinity data rather than shorter slack water 
data. it Is argued that data needs for calibrating 
dynamic models are actually less because extenstve 
averaging over cross sections and time is not neces- 
=rY. 

Others prefer quasidynamic simulations when the 
choice Is ambiguous. Some experts assert that for 
standard WLA analyses, dynamic models are often not 
necessary and are too forrnidabie for two and three 
dimensional situations. Dynamic simulation requires 
fully calibrated hydrodynamic models to driie the 
water quality computations. it is argued that an exten- 
sive data base is necessary to calibrate the dynamic 
calculations. Quasidynamic simulations cost less be- 
cause of their longer time steps and less use of 
hydrodynamic simulation. The lower costs allow for 
longer simulations than dynamic models, and thus 
greater ability to expiore seasonal and yearly trends. 
The lower costs also allow for more water quality 
variables and processes to be simulated. 

The computational time step used by the WLA modei 
will depend upon the temporal resolution chosen as 
well as the spat&i network, the transport charac- 
teristics d the estuary, and the numerical sdutlon 
technique of the model. Most computer waste load 
allocation models use explicit schemes-that is, vari- 
ables at the new time step are calculated using known 
values at previous time steps. This leads to several 
common conditions that must be satisfied to ensure 
modei stability (i.e., Autions remain wlthin bounds 

and do not “bfow up”). Furthermore, satistying these 
condltbns wlll often result In smaller time steps that 
would generally be needed from sollttion resdutlon 
conditions alone. 

The condltlons. or crlterla, for onedimensknal models 
using expfklt sofutlon schemes ore usually: 

l a hydrodynamk crltwfon (Courant condftkn) 

AtsAr/&- (fl4) 
l mass transport, dispersion, and kinetic condi- 

tkms 

A,sAx(2a-11+&+~ 
U MEL K 0-w 

where 

u - maximum tidal velocity, o&c 

g = gravitational acceleration, 9.81 m/see* 
b - hydraulic radius, or depth, m 
EL - loogftudinaf dispersion coclficicnt, m*/scc 
K = first order decay rate, Vsec 

a - frnitc dilTcrcncc weight, (1 for backward dif- 
ferences, ti for central diffcreoccs) 

Similar conditions exist for 2 and 3dimensionai 
modefs, and other conditions, such as a friction term 
criterion, may also be requlred. Chemical and bldogi- 
cal components d the WU modei may cause restrk- 
tlons In the time step lf reaction klnetks are rap&f. In 
that case, the reactlon Is often written as an equilibrium 
relationship, Sikh does not affect the time step. The 
most stringent condition Is usually the Courant condi- 
tion (unless vertical diffusion and/or momentum trans- 
fer Is expficltly treated, in which case a criterion like 
Equatbn 3-15 Is required wlth AZ replacing Ax). Many 
models solve for the mass transport equations in a 
separate model, or at a different time step than the 
hydrodynamic solution. In these cases, all the above 
criteria should be checked. 

Dynamic models are gowned by equations 3-14 and 
3-l 5 where u k the maximum tidal velt~ity. Time steps 
are on the order of seconds to minutes for the 
hydrodynamic component or model, and minutes to 
an hour for the mass transpod (and water quality) 
model. Quasldynamk models are governed by equa- 
tion 3-l 5 where u and EL are tidal-averaged values (u 
being smaller and EL being larger than nonaveraged 
values). Time steps are on the order of one to several 
hours. 

Some models, particularly current hydrodynamic 
programs, use an Implicit technique to approximate the 
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governing equatlons. In these cases, the model may 
be unconditionally stable, which means that the choke 
of the time step k not llmlted by stability consldera- 
tions. Here, the time step should be chosen to provide 
adequate resolution of temporal processes. Care 
should still be taken because even ImplicIt schemes 
may have certain llmltlng time or space condftlons. 

33.Modelselectkn 
The goal d model select&n k to obtain a simulation 
model that effectlvefy Implements the conceptual 
model Mentifbd for the WLA The available set d 
general purpose models may not olwoys fully imple- 
ment a specifk conceptual model. In thk case, calcufa- 
t ions or assumprions may be made outside the modei’s 
computatlonai framework. or model code may be 
refined. Models that are known to the userand that are 
easily modified provide valuable flexibiflty to the WfA 
study. In the final analysis, how a modei k used k more 
important to the success d a WtA than exactly whkh 
model k used. Nevertheless. while s&&on d an 
appropriate modei will not guarantee success, It will 
help. Selection of an Inappropriate model will not 
guarantee failure, but wlfi render a successful outcome 
more diffkult. 

Models may be da&fled In different and somewhat 
arbitrary ways. Some models may not quite fit In any 
category, or may fit wefi In several. In addition, models 
tend to evofve with use. The exact capabilities d the 
individual models described here may change. In par- 
ticular, kinetic reactions may be modified and new 
variables Inserted. Dlsperslon functions may be up 
dated. Usually the computational framework and the 
basic transport scheme remain stable over time. For 
this reason, transport characterktics will provide the 
basis for the model dasstflcatlon scheme used here. 
Models selected for discussion here are generai pur- 
pose, in the pubtic domain, and available from or 
supported by public agencies, 

The selection of an estuarlne WLA model need not be 
limited to the models discussed In this document. 
Other models that are available to ‘a pro@3 or or- 
ganization should also be considered. The models 
summarized In this report represent the typical range 
of capabilities currently available. Other available com- 
puter programs can generally be grouped Into one of 
the following categories: 

l Varlants of the models discussed here; 

l Proprietary models held by consuitlng ffrms; 

l Models developed for research purposes. 

it Is recommended that where project staffs do not 
have access to or familiarity with a wide range of 
computer programs, effort should be focused on those 
discussed In thk document. 

One Important word d caution: lt k highly likefy that ail 
computerked models dkcussad here contain a few 
undkcwerad software and documentation errors. The 
user must be cam to verify that the models are 
Implemented properly and are provldlng reamnaMe 
calculatkms. Wlth support from EPA’s Office d Water. 
the EPA Center for Exposure v Modeilng 
(CEAM), Athens, Georgia, malntalns some of these 
models, provfdlng their users with an lnformation and 
error dearlnghouse. These models may be obtained 
wer the CEAh4 electronic bulietln board system, or by 
maitlng In the approprfate number d diskettes. 

Estuarlne WtA models consist of two components- 
hydrodynamk and water quality. In the simplest case, 
hydrodynamks may be represented in a modei by 
user-supplied velocity and ffow data. In a more com- 
plex model, hydrodynamics may be represented by 
numerkai solution d the equations of motion and 
contlnulty. In either case, water quality consenration- 
of-mass equatlons ore executed uslng the 
hydrodynamic output d water volumes and flows. The 
water quaky component of the model calculates pd- 
lutant dkpemlon and transformation or decay, glvlng 
resuttant concentrations over time. All the estuarine 
WIA models discussed in this repon lnciude as a 
minimum the first order decay of BOD and the predic- 
tlon d DO concentrations. The more comprehensive 
models Include nutrient-algal relationships and benthic 
source/sink terms. A few estuarine models that indude 
reaction rate coefficients and transformation proces- 
ses for toxk materials also are available. 

Although the hydrodynamic s&model Is independent 
d the water quaky submodel. water quality depends 
on the advectbn. dilution. and dispersion contrdled by 
hydrodynamics. Asa result, estuarlne WtA models can 
be dassified as Level I to Level IV according to the 
temporal and spatlai compfexlty of the hydrodynamic 
component d the model. The model classification 
scheme fdtawed In thls report was recommended by 
Amfxose et al. (1981). 

Level I Includes desktop screening methodologies that 
calculate seasonal or annual mean pollutant con- 
centrations based on steady state conditions and 
slmpiifkd flushing time estimates. These models are 
designed to examine an estuary rapldiy to Isolate 
trouble spots for more detaited analyses. They should 
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be used to hlghflght major water quallty ksues and 
important data gaps ln the @My, model ldentllicsRkn 
stage d a study. 

b3vel II Indudes computerfzed steady state or tldaffy 
averaged quasldynamk dmufatlon mud&, whkh 
gfinmdyuseabaxurcotnpertment-type~to 
solve flnlte difference approxlrr&Wns to the bask par- 
tial dlffemntkl equatbns. Steady state models use an 
un~arylng now condttkr, that neglects the temporal 
varlablllty of tldai heights and currents. fldally 
averagedmodJs&Watethenetftowweratldal 
cyde.Thwemodelswnnotpredktthevarlabllltyond 
rangedDOandpoflutanQthwgfuUeachtldalcyde, 
but they are capable d simththrg varlatbns In tkblly 
averagedconcentmtlonsov8rtlme.LevefIImodekcan 
predict slowfy changing seasonal water quaky wfth an 
effective time resolution d 2 weeks to 1 month. 

Level ill Includes computerized onedimenslonaf (ld) 
and quasi twodlmensror\al (2-d). dynamk &Uatbn 
models. These reef time models simulate vorlatbns ln 
tidal heights and vefocftles throughout each tidal cycfe. 
0nedlmenslonal modek treat the estuary OS well- 
mixed vertically and late&y. Quasi 2d models err@oy 
a link-node approach that describes water quaffty ln 
two dimensions (iongltudlnal and fatemf) through a 
netwo&dldnodesandchannels.lhe1dequatkm 
of motion is applied to the channekwhlle the contlnuUy 
equatiorr k applied at nodes between channels. Tldai 
movement Is simulated wfth a separate hydrodynamic 
package In these models. Although the Level Ill models 
wltl calculate hour-t&our changes In water quaky 
variables, their effective time resdution Is usually 
limited to average varlabifity over one week because 
tidal input parameters generafly con&t d only average 
or siowfy varying values. In this case, model results 
should be averaged to oMaln mean diurnal varkbkty 
wera minimum d 1 week intervakwfthin the slmufated 
time period (Ambrose and Roesch 1982). The effective 
time resdution coufd be reduced to under 1 day given 
good representation d diurnal water quality klnetks 
and precise tidal input parameters. The required data 
and modeling effort are usually not mobllized In stand- 
ard WlAs. 

Level IV consists d computer&J 2d and 3d dynamic 
simulation models. Diiperslve mlxlng and seaward 
boundary exchanges are treated mom reallstlcaffythan 
in the Level ill ld models. These models are almost 
never used for routine WI&. Whle 2d models ate 
beginning to find regular use for some englneerlng 
applications. at the present tlme practical 3-d rnodeds 
and modeling techniques ore still developing. The only 
3-d models currently reported In the literature are 
hydrodynamic models that lndude simple first order 
decay rates for uncoupled norlconsenrative poliutants 

(Swottson and SpwkMg 19I13) and box type models 
coWgumdlnthreedImen&ms (Hydrooual wsq. The 
eMttvetlmereaolrRkndtheLevelIVmodefscanbe 
leasthanldaywfthagood reprwemtbn d dlumaf 
water quaflty and htmtldal varlatbns. The required 
dOtOtlndtTKld9llrrg0ffOrtateUSWUyftOtmoWiZ0dh 
statardwlAa 

The advantages d Level I and II models lie In their 
compamttvelylawcostand~dapplication.The 
disadvantages lie In their steedy state or tidally 
mfwagedt~scale.whemhydrodyn8mksand 
pollutant Inputs ore rap&By varying. steady state 
mode4saredfffkUttopnqMycMbmte.cuwwent- 
fy,tfwsemodekaretesssatkfactaryhshortestuarles 
orwhenwastefoad,rlverMow,ortldoimngevary 
appreckbfywfthaperioddosatotflenushlngtlmeof 
the water body. Steady state and tidally averaged 
models require caflbratlon d a dispersion coefflcknt 
using field doto. The callbmted value is applkable to 
thecondltbnmonltoredondcarlndbeextrapoltttedto 
propowd modKkotkms In estuary shspe. tidal vdume. 
orrfverdfscharge. 

As Hlnwood and Wollk (1975) explain, dkperslon Is 
awed by the combined adlon d turbulence and a 
nonunlform velocity prdlfe. Nonuniform velocities 
elongate 0 wastewater slug, wherws turbulence, oc- 
tlng normal to the mean vefocfty, mixes the waste. 
Vebcltles at my sectbn d the estuary vary due to 
Wr at the bed and sides d the channel. In addition, 
lrreguhrftles In chsnnel shape, sallnlty and tempera- 
ture Induced denstty currents, and wind-Induced cur- 
rents, cause nonunfform velocltks. In a wkfe estuary, 
the Corlolk force and streams enter@ on one side of 
the channel ako may produce nonuniform velocities. 

DkpenMn coeffklents In the Level I through IV models 
represent different transport phenomena. The flux of 
matter through an estuary can be represented with the 
fdiowlng slmpllfled notation: 

Flux = Net advection from freshwater fiow 

+ Tldal dkpersbn 

+ Net tmnsverse gravftatbnal circulation 

+ Net vertical gravltatbnal circulation 

+ Transverse oscillatory shear 

+ Vertical oscillatory shear 

+ Turbulent or eddy diffusion 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

CI) 

Onedlmenslonai, tidally averaged or steady state 
mcdeis calculate term 1 directly but represent terms 2 
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through 7 with a tidal average or steady state lon- 
gitudinal dispersbn coeffiil8nt. In contrast, the Level 
1111 d, reai time models cakuiate terms 1 and 2 directly 
and use the cross-aectbnal averaged longftudinai dif- 
fusbn coefficient to represent terms 3 through 7. The 
Level IV 2d, depth-averaged models represent even 
more terms directly. These models calculate terms 
1,2.3 and 5 directly, using the depth-averaged ion- 
gitudinai and iaterai dfffusbn coefficknts oniy to rep- 
resent terms 4,6 and 7. 

AsamodelIsslmpllfledftomLevelIVtoLeveltI,the 
dispersion co&dents become larger and more unl- 
que to each ficnu situation. The steady state or tMally 
averaged Level II models require the dkpersbn coef% 
cient to lncfude the effects of tidal mblng. As a resutt, 
the coefftclent must be calibrated using salinity meas- 
urements, and It cannot be used to predict the water 
quality effects of projected changes in estuarbe topog- 
raphy or rfver bfbws. Due to shorter time scales, the 
Level iii and IV dispersion coefficients do not have to 
include the effects of tklal mblng and can be more 
ciosely based on the physical properties of the channel 
(hydraulic radius and roughness coefficient). Changes 
in these properties can then be made in the model to 
predict the effect of proposed changes in channel 
geometry or freshwater fnfbws. 

The dynamic models (Levels III and Iv) have ad- 
vantages over steady state and tidally averaged 
models in representing mixing In partially mbced es- 
tuaries because advection is so much better repre- 
sented. Although sheareffectsand theeffectsofspatfai 
averaging must still be accounted for, the effects of 
time averaging can be avoided. 

The short time step of dynamic models allows them to 
be more sensitfve predictors of the duration of vbIa- 
tions of water quality standards. Dynamic modeis can 
provide a more accurate response to nonpoint source 
bads and pollutant spills, short term events that can 
produce water quality standard vidatlons with a dura- 
tion less than one tidal cycle In length. The success with 
which these models can predict transient vidatbns 
depends upon both the accuracy and resofutbn of the 
badlng and environmental data, and the modei’s treat- 
ment of short time scale kinetics such as desorption or 
diurnal fluctuations in temperature, pH, or sunlight. 
While dynamic mod&s are capable of predictbg dlur- 
nai and transient fluctuations In water quality 
parameters, the input data requirements are much 
greater. Lack of detailed data or process descriptbns 
often render their real predbtfve resoiutbn signifkxntfy 
longer than their computational time step. 

The Level iii, 1 d models can produce good estimates 
of tide heights, mean vebcities, and poiiutant con- 

centratbns for estuaries with fairly regular channels 
that are much longer than they are wide. Near points 
of waste injectbn, however, model predictions can be 
signfffcantiy in error due to faterai varfatkxts in con- 
cmtratbm The quad 2-d approach can sdve this 
~em.butthedffncu)tyInestimatlngeffectivedisper- 
sbn txteWeM still remains. The Levei IV longitudinal 
and lateral 2-6 models have the advantage of repre- 
senthg the iat8r8i vtwt8tbns In vebcfty and waste 
concentrations that arise In ail estuades and bays 
because of the r~~~~onnity of cross-sections. em- 
beyrnmts, branching chtmds, and bends @finwood 
and Walks 1975). In additbn, these models can in&de 
the effects of Coridis and wind circulations. The 
rematning flaw ki that the laterai&ngitudinaI models 
assume an estuary is vertically wdi-mbed. This as- 
sumptiwr can bad to slf~nfficant errors In predictions 
for stragfbd estuaries. 

3.32LmelIhbcWs 
The purpose of modeling at Levef I is to screen trouble 
spots for more detailed analysts. Level I desktop 
methoddogbs may be done wfth a hand heid cai- 
cutator and are based on steady state condftbns, first 
order decay coefficients, simpfifbd estimates of ftush- 
ing time, and seesonel pdlutant concentrations. 

Levd I screening of a given waterbody may entail 
selected analyses to answer indfvfduai questions (e.g., 
is the estuary stratified in a particular location; what is 
the Rushing trme of the estuary; what is the annual 
phosphorus loading), or tt may entait a comprehensive 
examination of the estuary. A comprehensive analysis 
may be accomplished with models such as the 
Simpiffied Estuary Model (SEM) or the Water Quality 
Assessment Methoddogy (WOAM). SEM and WOAM 
both require only hand calculations and are used chief- 
ly for preliminary assessments of estuarine water 
quality. Documentation on WOAM is availaM from 
CEAM. 

3.3.21. W8ter Quality Assessment Methodology 

WOAM b a steady state desktop model that bdudes 
both onedimensbnai and twodimenslonai box model 
calculations (Mills et al. 1935). Use of WOAM proce- 
dures requires ciassificatbn of an estuary into one of 
three possible types: stratified, weii-mbted. or partfaiiy 
mbred. Two methods are pmr#ented to determkm the 
appropriate dassifkatbn. The Hansen and Rattray 
method utiilres vertical salinity gradients, freshwater 
inflow veiocfties, and surface tidal current velocities 
averaged over a tidal cycle to chmcterize the system. 
The flow ratio caicutatlon method ctasstfies the estuary 
usingacompari~dtreshwat8rflowvdumeandtMal 
flood volumes (tkki prism) over 8 tidal cjsle. Values 
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caiculat8d from ulese input data are compared to 
mng8ss8tfor8ach8stuarin8-. 

WAh’f bCild8S CdCUbtkXIS t0 esthBt8 the tMs@%Ht 
0f Boo, 00, @f, 4Ubitmty -h48 subsbnces, 

thermal pdllJtbn, turimty, sedtm8nt. 8nd orgmk 
cbmkala In an estuary. Pollutant dbtributfon can be 
esthutedudngeltherafarReldorafmrtkldmathod 
ofan8lysiaTh8neaffiddtecMquepredktshltld 
difution of submeg& discharges through the cw8 of 
tab&ted data from MERGE. a computerfzed plume 
model. Far well-mbwd estuaries, far field poflu~~ dis- 
tmkms can b8 pr8dlctd using th8fmctkm of fresh- 
water method, modified tidal prism method, or 
onedimembd advectbndfspwsbn equatti For 
partially mtxed and strattfied estuaries, WON far fiefd 
analysis uses Prftcbard’stwodk box maw 
appruach, whkh represents the estuary as a series d 
iongltudinal segments wtth a surface and a bottom 

hy8r.fhesnalysisispd0fmedbysaMngasystemd 
slm&aneousIfnearequ&msforpoUutant concentra- 
tbrksk,eachhyer.WQAMamistsdanumber0f 
hdMduala~,ltstedkrTable34(MMsetJ. 1985). 

Thedocm8nt&ava&bl8fFomth8cerrt~fOf~- 
pDslJr8 Alsmmmm Modeling in Athens, G8orgh. 

3.3.22 slmpllfiod Elh#flno Model 

SEM Isa onedimensknal steady 8?8t8 desktop model 
capedIe of slmuiating water qudity in Mai rfvers and 
rlorMtmtm8d8stu0ti(Hydnwdenoe 1971). coupled 
Boo-Dor8actkms,arbwrafy consenmtlv8subst?lnc8s, 
and UncaJpid BmwfthRndorderdecay 
(nutdents and cdifoms) are reprerrerrted in SEM. The 
model is based on user-spedned hydraJks that cm- 
skbrDn4ylDq$hJdinaivafi8t~rudh;rmdl8cmlypoint 
smrce inputs. Mvectkm Is represented in the form of 
freshwater flow vebcity and dkpemion In the form d a 

Mmthodr TYPoofEstuarY 
* m8ulaCMcray 1 D/z0 

l Fkwr8lio 1 D/20 

l Fa&onoffmsfwaw 10120 

l ModifbdtMdprlun 10 

l Fmctionoftreshwator(wnsowativwpoIlut~~+) 10 

l ~oditldrlprbrn(corturw~orfim~dru~pol- 10 

-1 

l Dir oqU8tii8 loonumlhlo, Rrmorckr 10 

cbcByponutms+ aflddi-om) 

l Prnchud’r Box Modd (con- pot-+) 20 

l hkbl dhition 1 W2D 

l PolltiM omcmtrrdbnrtvottnnitidilution * 1 W2D 
mnmtive poltutmm + , pH. diuohrad om) 

l F-Id dbWxMn (amwtvatjw and fintedu poL 20 
lutanm+,anddIuohdoxygon) 

* ATOfwat.fpurlfQ¶hrqhoOd.nur WA 

l Maximum dirchw lomporatura N/A 

l Thmmlalbbckcrnafion 1 w20 

l sud~uerctttuion 1 W2D 

l swim wfnporalurr crnwbll lW2D 

l lurtlldityelawnpktkn oflnnbldl~ lDn0 

’ Suspendad solid* al lho compbtian of lnlilial dilution lW2D 
l l&hi rtWnuation and lwbidii rablbnship lW20 

l SUXA dbk md tuftlidny nmio#lrMp 1 W2D 

* oncrlptbnolaodimonl- lW2D 

l %luinQnkolh/dmrmiMlion lW2D 

l Null tw cakubtions 20 

l On, dlmwdond (10) moan@ l uWkally wekmixxd system. 

AlwodinmrrorrJ(2D)WuwybvMWlyW8tifbd. 

+mowmmodrapplyloonhuuilfnMm~ortoxicpot)uturtr 
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dispersion coeffklent that accounts for the mbdng and 
VanSiatiOn Of the tkf8S. 

SEM uses a synthetic parameter called the estuary 
number (O’Connor, 1960) to determine the rdatfve 
magnitude of advectkn and dispersion at a ghm loca- 
tbn and to ciwacterke the reach as etther tidal tiver 
or 8stuarhe segment. The 8stuarfn8 number (N) is 
calculated from the velues of the dlspemfon c&fkknt 
(E),th8fr8shwat8rflowvefoclty(V)andth8dwxygew 
tion coeffklent (16). if the estuarine number 
(N=KdUVZ)islessthan10,there8achbwnsidwda 
tidal river and inftlai difutlon is caicufated u&g fmsh- 
water lnfbw and the effscts d tidal dkpwsfrn. Above 
thebreakpoind~lO,thenrach~~condderedtobehave 
inapurefyestuarhafashkm,andthelnltlsldMon 
n8gi8cts fr8shwat8r infiow. 

3.3.3. Lew n Mcxws 
Level 11 includes comput8r&ed steady stat8 and tidally 
avemged simuiation models that generally use a box 
or compartment-type network. steady stat8 modeis 
are difficult to calibrate in situations Where 
hydrodynamics and pollutant releases are mpidly vary- 
ing. cons8qu8nuy, these models are less approprtal8 
when waste load, river inftow. or tidal rang8 vary ap 
preciabfy with a period dose to the ffushfng time of the 
Wat8rbody. 

Both tfdaily averaged and steady state models use a 
dlsperslon coeffklent calibrated from survey data. The 
network and time step used by these models add 
“num8dcai dispwsion” to the calculations. which tends 
to spread out concentmtfon profiles in a similar manner 
as dispersive mixing processes. Consequently, 
calibrated dispersion coeffklents apply to the sp8cHk 
network and situation monitored; they cannot b8 ex- 
trapoiated to major modtfkatkns in estuary shape, 
tkfal vdume, or river discharge. 

A recent modeling stmt8gy is to drtve a Level if com- 
partm0ntmodeitflathasbeenumfig@hwoor 
three dim8nSknS with tldal-avemged or steady ffcws 
and vdumes from a 2d or 3d hydrodynamk model. 
This strategy is briefly discussed under Level IV 
models. A variation of this strategy Is to use compart- 
ment models wlth net advectfve flows cakufated from 
m8asurad vertical and ionghudinal salidty distrlbw 
tims. An it8mtiv8 caiculstbn has been pubflsh8d by 
Lung and O’Connor (1984) and Lung (1%&t) for two- 
dhwskmafeshrarfes chamcteflzedbyahodzontal 
seaward v8iocity In the upperfay8rand a net bndward 
velocityktthelawerlayer.~sanal~g~aM43ical 
soiutlons to the horizontal and vertical ttdaiiy-awraged 
v8bclti8s, as well as values of vertkai eddy vkcosNy. 
This analysis has been applied to the Sacmmento-San 

Joaquin Delta, the James Rhf8r Estuary, the Patwent 
River Estuary, and the Hudson Rhrer Estuary. 

The Level II models supported by CEAM are QUAtiE 
and the Watef Quality Analysis Simuiation Program 
(WASPJ), wlth its associated toxic chemical and 
eutrophication programs TOXi4 and EUlRO4. Other 
models de&bed here fndude HAf% FEDBAKW, 
and AUTOCUAL 

3.3.3.1. QUALlE 

OUAL2E is a steady state onedimenskxul model 
desIgned for dmufating conventknai potlutants in 
streams and weU-m&ed lakes. It has been applied to 
tfdai rfvers w&h minor adaptatkms to the hydraulic 
geometry and dlspwsbn fundions. Water quaiity varf- 
ables simulated include consewattve substances, 
temperature, bacterta, BOO, DO, ammonia, nitrite, 
nltmte, and organic nitrogen, phosphate and organic 
pft~@~~, and algae. OUAL2E b widely uSed for 
Sh88m Waste bad allocatiOnS and discharge p8mIit 
determinations in the United States and other 
countrfes. it has a l!+ar hfstory d appficatbn and Is 
a proven, effecthw analysis toot. OlJAL2E Version 3 
inCOrpOmt8S fw8mf unCeRainty analysis techniques 
usefulinriskasswsmeM. This model can be obtained 
from the Center for Exposure Assessment ModJing. 
Athens, Georgia (requires 4 diskettes). 

3.3.3.2 WASP4 

WASP4 Is a gene&. multidlmen&r& model that util- 
iz8s compartment modeSing techniques (DFToro et al. 
1981; Ambrose et al. 1987). Operated In either the 
quaskfynamk or steady state mode, the user must 
supply initial segment vofumes, network flow fields, 
and inflow time functkns. The user also must calibrate 
dispersion coefficients between compartments. 
OependinOontheprocessmodelwithwhkhAislinked. 
WASP4 has the capabifity d sbnulating a range of 
commtbnai and teak pollutants. Problems that have 
been studied using WASP4 include BOO. DO 
dynamks, nutrkrtts and eutfq3hication, bacterial con- 
taminatbn, and toxk chemlcsl movement (DiToro. 
1981). WASP4, along wfth the associated programs 
TOXl4, EUTRO4, and DYNHYD4, can be obtained from 
the Center for EXpoSUr8 ASS8SSm8nt Modeling, 
Atham Georgia (raqub 3 dkhttes). 

A lCN4 

TOXf4 fs a wrsfon d WASP4 that b d8sfgned to simu- 
late organk chemkafs and heavy metals (Ambrose et 
al. 1987). TOXi4 was crested by adapting the kinetic 
structure d EXAMSJI to the tmnsport framework of 
WASP4 and adding sediment balance algorithms. it 
can dmufate up to three chwnkais and three sediment 
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classes. In addition to segment volumes, flows, and 
disperstve exchanges, the user must supply sediment 
deposltiorr and o(lr rates, bed sediment vefodty, 
water cdum@ediment exctrange c- and 
sedlment/poie water exchange cws. 

In TOXl4 the tcrtal transformatbn rate d an organic 
chemical is based on the simple addltbn d the mte 
constants for indMduaI photdysis, hydrofysts, bfofysh, 
and oxidation reactions. These mte cxxwtants may 
either be spectfied by the user or calculated lntemally 
from sacond order rate constants and such em&an- 
mental conditions as light intenslty, pi-l, bacteria. 
oxidants, depth. velocity. and wfnd speed. Internal 
transport and export of organic chemicals occur via 
advectiveand dispersive movement ofdissdved, sedl- 
ment-sorbed. and blosorbed materials, and by 
vofatilizatkm losses at the alr-water Interface. Internal 
transport and export of heavy metals occur via advec- 
tive and disperstve movement of dissolved. sedlment- 
sorbed, and bkwrbed materials. Sorption of both 
organic chemicals and heavy metals on sedimentsand 
biomass is calculated assuming local equliibrium using 
a constant partkbn coeffklent and spathlly varying 
environmental organk carbon fractions. TOX14 has the 
capability of simulating up to two daughter products of 
organic chemical transformations. Exchange between 
the water cdumn and the bed can occur by settling or 
resuspensiw, of particuiates, diffusion of dissolved pol- 
lutants between the water column and pore water, 
direct adsorption/ desorption between the water 
cdumn and bed, and percdation or infiltration. Wlthin 
the bed, a pollutant can move vertically by diffusion, 
turnover, percolation and burial, and horizontally with 
bed bad transport. 

8. EUTRO4 

EUTRO4 is a version of WASP4 that is designed to 
simulate conventional pollutants. EUTRO4 combines a 
kinetic structure adapted from the Potomac 
Eutrophkatbn Model with the WASP transport struc- 
ture. EUTRO4 predicts DO, carbonaceous BOD, 
phytoplankton carbon and chlorophyll a. ammonia, 
nitrate, organic nitrogen, organic phosphorus, and or- 
thophosphate In the water column and, If specified, the 
underlying bed. In addition to segment volumes, flows, 
and dispersive exchanges, the user must supply 
deposition and resuspension velocities for organic 
sdids. inorganic soiids. and phytoplankton. The fmc- 
tion of each water quality variable associated with 
these solids also must be gtven. Rate constants and 
half-saturation coefficients for the various Mochemkal 
transformation reactions must be specified by the user. 
Finally, the time and/or space variable environmental 
forcing functions. such as light intensity, light extinc- 

tion, wind speed, cloud cover, temperature, and ben- 
thk fluxes must be input. 

3.3.3.3. HAR03 

HAM3 Is a stefidy state, muttId- model thst 
utllbes compartment modeMg tw (chapm 
and Nossa 1974). An orthoganal system d sqmenta- 
tbnlsusedwftheachsegmenthavfnguptosbclnter- 
faces.Themodellncludestheeffectofnetadvectbn 
and dispersive tidal exchange. HARO3 models the 
BOD-DO deficll system as a coupled reactk~~wlth Rrst 
order decay of BOD. With minor modlfkatb~, the 
program may also be used to model variables 
analogous to the BOO-DO system such as ammonla- 
nitrate. Zero order net photosynthetic and benthic 
oxygen demands can be user-suppfed to the model 
and used in the DO balance. 

3.3.3.4. FEDBAK03 

FEDBAK03 Is a steady state, multidimensional model 
that utilizes compartment modeling techniques (Nossa 
1978). Each estuarine segment may have up to six 
interfaces. The model simulates net advectbn and 
dispersive tidal exchange. FEDBAKO3 Is written in 
general form so that k is applicable for any substances 
that undergo consecutfve first order reactions with 
feedback. The model is thus capable of simulating 
nitrifikatbn and associated DO defkfts as well as BOD- 
DO reactions. The program can be modified to allow 
for the input 0s net photosynthetk and benthic oxygen 
demands. 

3.3.3.5. AUTOOUAL 

AUTOOUAL and a later update AUTOOD are steady 
state and quasidynamic models for simulating conven- 
tional pollutants in streams and estuaries (Mm and 
Lovelace 1973. Lovelace 1975). Transport is calculated 
from user-specified flow and dispersion. Water quality 
variables simulated include carbonaceous BOD. 
nitrogenous oxygen demand, DO, total phosphorus. 
and total nitrogen. 

3.3.4. Lewd In lhws 

Level Ill includes computerized ld and quasi 2-d 
models that simulate variatians in tidal height and 
velocity throughout each tidal cycle. Level Ill models 
are generally composed of separate but compatible 
hydrodynamic and water quallty models. These two 
models are run sequentially, and the output of the 
hydrodynamic model becomes part of the input to the 
water quality model. Level Ill models enable the char- 
acterization d phenomena rapidly varying within each 
tidal cycle. such as pollutant spills. stormwater runoff, 
and batch discharges. Level Ill models also are 
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deemed appropriate for systems where the tidal 
boundary impact, as a function of the hydrodynamks 
and water quality, Is Important to the modeled system 
within a tidal perbd. 

The application of tidally varying (ktmtidaf) models has 
found most use In the analysis of short-term events, in 
which the model slmutates a period d time from one 
tidal cyde to a month. Some seasonal slmuiations have 
also been run. In most cas8s, the hydrodynamic model 
must be run for s8veral tidal cycles before an actual 
event can be simulated. This will dampen out any errors 
in the Initial conditions and achieve stabilfty in the 
hydrodynamic simulation. Fdlowing this initial period, 
the model will simulate a cyclkal steady-state In which 
the tidal chamct8r&tks are repeated for subsequent 
tidal periods. This approach can be applied when a 
partkufar design tide is used to simulate water quality. 
In this case, the hydrodynamic model is run and the 
cyclical steady state output saved as input to the water 
quality model. By running the two models in this 
fashion, multiple cases can be examined with the water 
quality model without the need to rerun the 
hydrodynamic model. 

For simulating storm events where both loads and 
flows are rapidly varying, the hydrodynamk model is 
run for the entlre simulation period. Th8 first step is to 
run the hydrodynamic model to steady-state for the 
nonstom period to obtain lnitbl conditions for the 
storm simuiatkn. The storm flows are specifbd as 
input to the hydrodynamic model, which must be run 
for a sufficient number of tidal cycles after the storm 
event to simulate the water quality response 
throughout the estuary. The water quality model, using 
the pollutant loads from an input file and the flows from 
the hydrodynamic model. simulates the same period 
(number of tidal cycles) as the hydrodynamic model. 
Although the storm may only last a few hours, the 
actual simulation time may be considerably longer 
(days or weeks) In order to characterize the full 
response of the system to the event. 

In using Level Ill models, one must decfde whether a 
simple ld link-node longitudinal system is suffkient, 
or whether a quasi 2d modei with branching networks 
or triangular/rectangular configuration is required to 
model the longitudinal and lateral variations In the 
estuary. For estuaries with channels long8r than their 
width and which are reasonably weil mfxed across their 
width, a 1 d model may be chosen. If large dtbmnces 
exist In water quality from one side of an estuary to the 
other, then a quasi 2d modei would be awe. 

The length of model segments or links will depend on 
the resdutlon required in the study, as discussed in 
Section 2.3.3. The length and position of s8gments 
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depends on the physical properties of the estuar. 
Homogeneity of physical characteristics should be th 
bssls for defining segments. where bends, constrk 
tions, or other changes occur, smaller segments ar 
g8nerally defined to lmprov8 msdutbn. * 

In their treatment d conv8ntional poflutants, Levd I 
models deai mainly with bbchemkai processes. A 
L8vei Ill models consider8d here can simulirte simpfc 
BOD-DO Interactions. Moat of these models also am 
formulated to simulate the reactions and interactiorrs 
oforgankphosphorusandort~;organk 
nitrogen, ammonia, nttrtte and nitmte; algal grwwth and 
respimtkm;and DO.Thesemodefsalsoincludesettting 
rates and benthk flux rates for s8v8ml different con- 
stltuents such as phosphorw, nltmg8n and sediment 
oxygen demand. Only one modei is designed to simu- 
late the physiochemkal f3mcesm affecting organic 
chemkals and metals. 

The Level Ill modei supported by CEAM is the Water 
Ouality Analysis Simulation Program (WASP4), with its 
associated hydrodynamic program DYNHYD4 and its 
toxk chemkal and eutrophkatlon programs 10X14 
and EUTR04. Other mode&described here include the 
Dynamic Estuary Model, EXPLORE-l, and the MIT 
Dynamic Network Model. 

3.3.4.1. WASP4 

The Water Quality Analysis Slmulatlon program, 
WASP4. is a general multidimensicnal model that uses 
compartment modeling techniques (DfToro et al. 1981, 
Ambrose et al. 1937). Version 4 may be operated in the 
tidal dynamic mode through linkage with the as- 
sociated hydrodynamk model DYNHYD4. DYNHYD4 
is a link-node modei that may be driven by eifher 
constantly repetitive or variable tides. Unsteady inflows 
may be specified, as well as wind that varies in speed 
and direction. DYNHYDQ produces an output file of 
flows and vdumes that can be read by WASP4 during 
the water quality simulation. 

Two water quality programs accompany WASPJ. 
TOXl4 sfmulates organic chemicals, metals, and sedi- 
ment in the water column and underlying bed. EUTRO4 
simulates DO, carbonaceous BOD, phytoplankton 
carbon, chlorophyll a, ammonia, nitrate, organic 
nlfrogen, organic pfxxpbw, and orthophosphate in 
the water cdumn and, if spectfkd, the underlying bed. 
These programs are described more fully in Section 
3.3.3.3. WASP4, along wlth the associated programs 
TOXI4, EUTRO4, and DYNHYD4 can be obtaked from 
the Center for Exposure Assessment Modeling. 
Athens, Georgh (requires 3 diskettes). 

3.3.4.2 Dynamic Estuary Model, DEM 



EMlsaquasi2dmodelthat~ tiddnowin 
le lateral and IongfUJfnal dfrecWkswRh a bran&kg 
nk-node network (Pefgner and Harrfs 1979). Two 
ersbns of the hydrodynamic component of OEM 
xist. One version is limited to steady fnfkws and 
onstantly repetitive tide. The steady inffow version 
annot expiicltiy handle short-term stochastk tran- 
.ients such as wind stress or large storm flushfng and 
las diffkulty in predicting long-term patterns such as 
ihe P-week spring-neap-tide cycle or the seasonal 
fresfwater inffow pattern. Consequenfty, this versbn is 
most reliable when predicting high and few values for 
diumai or tidal cycles, or bclth, averaged wer a rela- 
tfvdy steady P-week period (Ambrose and Roes&, 
1982). Real time simulations of water quality are pos- 
sibfe with the steady inflaw version of DEM. but wlth 
some inaccuracies. Newer hydrodynamk verskna of 
the model can handle varfabfe lnf!ows and can thus 
generate a more accurate real time predictkn of water 
quality. 

Several water quaky submodels also have been used 
with DEM. All verskns include nutrfent modeling and 
algal growth, photosynthesis, and respfratlon. The fol- 
lowing is a brief description of the verskns of DEM 
currently available: 

DEM, Chen-Orfob verskn. is the most com- 
prehensive version of the model currently avafl- 
able (Chen and Orfob 1972). The modef has the 
capability of representing 22 coupled bfotk and 
abiotk constituents Including: temperature, pes- 
tkkes, heavy metals, CBOD, DO, phosphate, 
ammonb, nltrlte, nitrate. total d&&red solids. 
alkalinfty, pH, carbon dioxide, phytoplankton, 
zooplankton, fish, benthk animals, suspended 
detritus, and sediment detritus. 

DEM. Pearl Harbor versfon. Is llmlted to steady 
hfbvs and constantfy repetitive tlde (Genet et 
al. 1974). It incorporates the heat budget terms 
of the Tidal Temperature Model and simulates 
temperature, DO, CBOD. ammonia, nftrlte, 
nitrate, total nitrogen, phosphate, chlorophyll*. 
and total dissolved sol&. 

DEM, Potomac version. Is documented as han- 
dling only steady inffows and constantly repeti- 
tive tide, but a newer version ls avallabfe tfwt is 
capable of handling varlaMe lnffows (Roesch et 
al. 1979). The model slmulates CBOD, DO, am- 
monia, nitrate, phosphate. and chlorophylla. 

3.3.4.3. MIT Dynamic Network Model, MIT-DNM 

MIT-DNM is a onedimensional modei that uses a ffnfte 
element, branching network to simulate the Row 
regime of an estuary with unsteady tidal elevation and 

upstream 9ow (Harkman et al. 19T7). The model was 
odgfnally devefoped for aerobk, nltrogen limfted sys- 
tems and includes detailed simufatbn of the nffrogen 
cycle as well as temperature, CBOD. DO, and fecal 
coliforms. Two versions of the model are currently 
avaiiable. and are described below. 

MK-DNM, Potomac version, indudes nutrient 
modeling and algal growth, pfwtosynthesis. 
and respiration and represents bacterialty 
mediated reactions for ammonia, nltrlte. nitrate, 
phytoplankton-N, zooplankton-N. particulate or- 
ganic N, and dissofved organic N (Najarkn and 
Harkman 197s). 

MIT-DNM, St. Lawrence version, includes 
nutrfent modeling and algal growth, photosyn- 
the&, and respfratfon, and represents CBOD. 
DO, fnorganic phosphorus, organic phos- 
phorus, inorganic nitrogen, organk nitrogen, 
$hSpfankton, and zooplankton (Thatcher et al. 

3.3.4.4. EXPLORE-l 

EXPLORE-I is a quasi 2d model that represents tidal 
flow In the lateral and longitudinal directions with a 
branching link-node network (Chen and Orfob 1972). 
The full ld hydrodynamic equatkns are sofved, but 
the water quality mode) exdudes dispersive transport. 
EXPLORE-I has the capabilfty of simulating DO, con- 
servatfves, toxic pdlutants, colfforms, sedimentary 
phosphorus, soluble phosphorus, organic phos- 
phorus, organic nitrogen, ammonia, nitrite, nitrate. 
total organic carbon, refractory organic carbon, 
phytoplankton, zooplankton. CBOD, and benthk BOD. 
Sedimentation and scour of organic matter is repre- 
sented In the modef as wdl as algal growth, photosyn- 
thesis, and respftatlon. 

3.3.5. Lev8/ Iv M&&s 

Levef IV indudes a varfety of computerized 2d and 3d 
fntratfdal models. These may be divided into three 
broad categories: 2d vertically averaged (x-y), 2d 
laterally averaged (x-z), and 3d. Whfle they are not 
routinely used in most VVUs, they are now finding use 
by experts in special studies. 

Although many 2-d vertically averaged, finitedif- 
ference or finite-element hydrodynamic programs 
exlst, refatlvefy few contain a water quaky program that 
simulates constituents other than salinity and/or 
temperature. Likewise, a number of 2-d, laterally 
averaged models (longitudinal and vertical transport 
simulations) treat mass transport of saft and tempera- 
ture but very few include nonconservative constituents 
or water quality routines. Modets In this category simu- 
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late vertical stratKcation but neglect lateral effects, 
including Coriofls effects. Last ls the category of 3d. 
finite-difference and finite-element models. These 
models allow all physical processes to be inciuded, 
although many were developed for systems ol con- 
stant salinity (lakes or oceans). A summary of 3d 
marine and estuarfne models is provided In Nlhoul and 
Jamarf (1987). 

A Level IV model would be used when finer spatial 
definitbn is required than Is provided by a Levef ill 
model and wf~ finer temporal definftlon is required 
thanIsprwidedbyaLevelIImodeithathasbeen 
configured in two or three dimensions and driven by 
the averaged hydrodynamic output of a Level IV 
hydrodynamk model. In partkular, these models will 
be selected for lnvestlgatlons where dlumaf and tidal 
fluctuations are of prime importance to the study. 

The quasl2-d Levef Ill modei is appficabie where there 
is a need to project lateral differences in water quality 
for wide estuaries. The quasi 2d model, however, 
which uses ld equations of motion applied to the 
channels, cannot estimate longitudinal and lateral dis- 
persion as effectivefy as the true 211 model of Levei IV. 
Although the quasi 2d and the true 2d modei both 
assume that the estuary is vertically mixed, the true 2d 
model can effectfvely represent lateral variation In 
velocity and constituent concentration for estuaries 
with nonuniform cross sections, branching channels. 
and embayments. The 2d model also can account for 
the effect of Corldis forces and wind circulation. 
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For a wide, stratffied estuary the application of a 3d 
model would be appropriate for intratidal simulations. 
There are no well documented intratidal 3d models 
with coupled constituent interactions applicable to 
tidally d&en estuaries. Fully 3-d models that can 
predict longitudinal. lateral, and vertical transport are 
the most complex and expensfve to set up and run. 
Due to their cost and complexity, these models have 
not been widely used. For experts with access to 
supercomputers. these models are feasible for special 
applications. 

A recent modeling strategy Is to drive a Level II com- 
partment modei that has been configured In two or 
three dimensions with either averaged or tidally varying 
flows and vdumes from a 2-d or 3-d hydrodynamic 
model. This strategy attempts to combine the transport 
rigor of Level IV models with the convenience, 
flexibility, and cost efficiency of compartment models. 
A recent and currently ongoing example is a study of 
the Chesapeake Bay. There, the averaged output of a 
finite difference stretch coordinate hydrodynamic 
model was linked to a specially adapted compartment 
model, AESOP and run to steady state (HydroQuai, 

FETRA Is a real time, 2d (x-y) water quality model that 
utlizes a finite element solution technique to simulate 
toxic pdlutants (O&hi 1981). Hydrodynamic data 
must be supplied by a separate model such as EX- 
PLORE-f. m consists of three submodels linked to 
simulate the transport and transformation of sediments 
and contaminants by the proames of advection. dif- 
fusion/ dlsperslon, adsorptIon/ desorption, and 
degradation/decay. The sediment transport submodel 
simulates advection and dispersion of sediments, fall 
vebdty and coheshreness. and deposltion or erosion 
for the bed. Three sediment sizes are modeled, and 
calculations are made of bed elevation changes and 
the d&W&n of sediment &es within the bed. The 
dksolved contaminant transport submodei predicts 
advection and dWsion/disperslon of dissolved pof- 
lutants, adsorption by both moving and stationarysedi- 
merits, desorption from sediments, and degradation or 
radionuclide decay. The particulate contaminant 

1987). When running the water quality model at dif- 
ferent time steps or ona coarser grfd. the user must 
still calibrate Wontal and vertical dispersion coeffl- 
dents to observed salinity or tracer data. 

The crlterla for the specifkation of time and space 
scales for Level IV models are similar to those dis- 
cussed for Level Ill with the additional need to consider 
a vertical scale for a 3d model applkatlon. For 2d and 
3d models, the time step woufd be calculated as a 
function not only of the longitudinal space steps and 
IongltudInal d@ersfon CoBfficlent (as described by 
Equations 3-14 and 3-S). but also as a function of the 
lateral and wtkai space steps and dispersion coeffl- 
ChtS. 

At present, no Level IV modei is supported by CEAM. 
A variety of these models currenuy being used is 
described below. 

3.3.S.l. MS. Chen Model 

The H.S. Chen modei is a real time 2d (x-y) model that 
simulates convenUonal pollutants (Chen, 1978). The 
hydrodynamk submodel considers inerttal forces, 
convective forces, hydrostatic pressure, wind forces, 
Corlolis forces, bottom friction, and Internal water 
column forces due to eddles. The parameters simu- 
lated by the model include the following: consewa- 
tlves, coliforms, chlorophyll-a, organic nitrogen, 
ammonia, nitrfte, nitrate, Organic phosphorus, inor- 
ganic phosphorus, CBOD, and DO. Algal growth. 
photosynthesIs. and respiration are represented in the 
model as well as benthk oxygen demand and bottom 
releases of ammonia and inorganic phosphorus. Equa- 
tions are solved by a finite element technique. 

3.3.5.2. FETRA 



transport submodel indudes advection and dispersbn 
of sedlment-attached contaminants, adsorp- 
tlon/desorptlon with sediment. degradation or 
radionudide decay; and sattfing/~. 

3.3.5.3. TABS-2 

TABS-2 k a gerwalfzed wmerkalmodefingsystemfor 
open-channel tIaws, sedlmetUtioh and cor&wmt 
tmnsport developed and supported by the U.S. Army 
Engineers Waterways Experknent Statbn, HydmJks 
Laboratory (Thomas and McArMy, 1985). lt oons&ts 
ofmorethan4ocomputerprogmmtoperfmmodd- 
ing and related tasks. The major modeflng com- 
ponents--RMA-PV, STUDH, and RMA-4.-calculate 
two-dlmensional, depth-averaged (x-y) flows, 
seclimentatbn, and dispemke transport, respectlvefy. 
The other programs In the system perform dfgftkfng, 
mesh generation, data management, graphicai db- 
play, output analysis, and model interfacing tasks. 
Utilities include file management and automatic 
generation of computer job control instructions. 

TABS-2 has been applied to a variety of waternays. 
induding rfvers. estuaries, bays, and marshes. It is 
designed for use by engineers and scfentists who may 
not have a rigorous computer background. 

3.3.5.4. WIFM-SAL 

WfFM-SAL is a two dimensional depth-averaged (x-y) 
ffnke difference model that generates tlme-vaqing 
water surface evaluations. vefocfties, and constituent 
fiefds over a space staggered grkl (Schmalz, 1985). 
This model was developed by the U.S. Army Engineers, 
Waterways Experiment Statfon. Units of measure are 
expressed in the English system (slug-ft-second). 
Results computed on a global grid may be employed 
as boundary conditions on more spatially limited 
refined grid concentrated around the area of interest. 
In addition. the user may select &her of two distinct 
transport schemes. Scheme 1 is a flux-corrected 
transport scheme capable of resofvfng sharp front 
without oscfllation. Scheme 2 Is a full, three time ievd 
scheme directly compatlbfe wfth the three time level 
hydrodynamics. The tefescoplng grid capability In con- 
junction with the user selectable constituent transport 
scheme is a powerful concept in practical transport 
problem sofving. 

3.355. FCSTM-f-t 

FCSTM-H. by Earl Hayter at Clemson University, is a 
finite element modeling system for simulating two- 
dimensional depth-averaged (x-y) surface water flow 
and cohesive sediment transport consisting of three 
separate computer progmms (Hayter, 1987). FEGRD 
is a two-dimensional finlte element grid genera- 

tion/modlficatlon program. FLWM-H Is a 
hydrodynmmk model that solves the depth-averaged 
eqwtbna of motbn and wnUwily for model horizon- 
tal velocity mmpments and flow depths. The effects 
dbottom.lntemalandsurhweshaarstressesandtb 
Codolbforceammpmsentadintheequationsofrno- 
tbn. CSTM-H k a cotdue sediment transport model 
that solves the advectbn-dkpembn equation for nodal 
depth-awaged umcentmtions of suspended sedi- 
mentandbadstufaceefevat~.Thepn=ssesof 
erosion, d&mmion, aggregation, deposition and con- 
solkJaUon am simdated. A layered bed modal is used 
In simulating bed formation, subsequent consofidation 
and erosbn. An example problem, Including input and 
outputdara, k induded. 

FLWM-H and CSTM-H are seml-coupfed in the fdlow- 
ing manner. Ffrst. the ffow ffefd k calculated for the 
current time step using FLWM-f-t. Second, the 
predicted flow ffeld is used in CSTM-H to calculate the 
transport d coheskm sediments during the same time 
step. The ffaw ffefd may be updated due to erosion or 
deposltfon and/or unsteady boundary conditions. 

The following sediment related properties are calcu- 
lated for each element: sediment bed structure (bed 
density and shear strength profiles, bed thickness and 
e&&ion), net change in bed elevation over a given 
interval of time (e.g. over a certain number of tidal 
cycles), net vertkal mass nw of sediment over an 
interval ol time, avemge amount of time sediment 
parUcies are In suspension, and the downwa rdfluxof 
sediment onto the bed. These parameters are essential 
In estimating the bed-water exchange of chemicals 
adsorbed onto cohesive sediments. 

The FCSTM-H modeling system may be used lo 
predict both short term (less than one year) and long 
term (one year and longer) scour and/or sedimentation 
rates in vertically well mixed bodies of water. Because 
of the fteratfve routine used In the hydrodynamic 
model. long term simulations wfll require large (order 
of magnitude of one or more hours) CPU times, even 
on malnfmme computers. Umfted computer resources 
and budgetary constmints will often require extrapoia- 
tlon of snort term simulations. 

3.3.5.6. CE-QUAL-WP 

CE-QUAL-WP is a dynamic 2-d (x-z) modei developed 
for stratified waterbodies (Env. and Hyd. Laboratories 
1986). This Is a Corps of Engineers modification of the 
Laterally Averaged Reservoir Model (Edinger and 
Bucfaak 1983, Buchak and Edlnger, 1984a. 1984b). 
CE-OUAL-WP consists of directly coupled 
hydrodynamk and water quality transport models. 
Hydrodynamic computatfons am influenced by vari- 
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abfe water den&y caused by temperature, salinity, and 
dissofved and suspended sofkfs. Developed for reser- 
voirs and narrow, stratfffed estuaries, CE-CRJAL-WP 
canhandieabranchedand/orioopedsystemwithnaw 
and/or head boundary conditions. With two dimen- 
sions depicted, point and non-point loadings can be 
spatially distributed. Relative to other 2d models, CE- 
QUAL-WP is effkient and cost effective to use. 

account for turbulence. A new solution procedure. 
which k a mocfffkationof the simplified marker and Cell 
method, is used. The procedure permits selected terms 
in the equations to be treated implicftiy in time. A 
compatible 3-D, time dependent numerical physical 
transport modei k avaffabfe for use with this model. 

In addition to temperature, CE-QUAL-W2 simulates as 
many as 20 other water quality varlabfes. P&nary 
physical processes incfuded are surface heat transfer, 
shortwave and iongwave radiation and penetration. 
convective mixing, wind and flow induced mbcing, 
entrainment of amblent water by pumped-storage fn- 
flows. inflow density current placement, selective 
withdrawal, and density stratification as impacted by 
temperature and dissoNed and suspended solids. 
Major chemical and bioiogical processes in CE-QUAL- 
W2 include: the effects on DO of atmospheric ex- 
change, photosynthesis, respiration, organic matter 
decomposition. nftrffication, and chemical oxidation of 
reduced substances; uptake, excretion, and regenera- 
tion of phosphorus and nitrogen and nftrlfication- 
denftrffication under aerobic and anaerobic conditions; 
carbon cycling and aikalinlty-pH-CO2 interactions; 
trophic relationships for total phytoplankton; ac- 
cumulation and decomposhion of detritus and organic 
sediment; and cdfform bacteria mortality. 

3.3.5.7. EHSM3D 
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The EHSM3D model was developed by Y. P. Sheng at 
University of Rorfda calculates threedimensional un- 
steady currents and sediment dispersion in estuaries 
and lakes (Sheng, et al., 1987, Sheog, 1989). Given 
proper boundary and initial conditions, the code can 
calculate the threedimensIonal timedependent dk- 
trfbutions of flow, velocity. temperature, salinity, 
suspended sediment concentration, density. and dfs- 
sotved species concentration. The status of the sedi- 
ment dispersion model is preliminary since research k 
continuing with the development and valiciatbn of thk 
portion of the model. 

3.3.5.8. John Paul Hydrodynamfc Modal 

This numerical model, developed by John Paul and 
colleagues at the U.S. EPA, k capable of realkticafly 
describing the hydrodynamics in lakes, embayments, 
nearshore marine coastal areas, and river and thermal 
outfall plumes (Paul and No&o, 1989). The model Is 
time-dependent, three dimensional, and variable den- 
slty. Both rigid-lid and free-surface flows can be deter- 
mined. The main assumptions used in thedevelopment 
of the model include hydrostatic pressure varfatbn, 
Boussinesq approximation, and eddy coBffjci(Mts to 

The important features of the models selected for dis- 
cussion In thls manual are summarized in Tables 3-5 
and 38. The information provided in these tables is 
primarily qualitatlve and sufficient to determine 
whether a model may be suftabfe for a paflkular ap- 
plication. For complete informatbn, the potential user 
must cons& the appropriate user’s manuals, the sup- 
porting agency, and other experienced users. 

Tabie 3-5 summarizes the basic features of the models. 
The time scales are dynamic (D), quasidynamic (0). 
and steady (SS). Spatial dimensions are 1 (x), 2 (xy, x2. 
or xx for link-node networks), or 3 (xyz or 8, for box 
models). Hydrodynamics are either input by the user 
(I) or simulated (S). Sdutlon techniques are analytical 
(A), finite difference (FD) or finite element (FE). Finally, 
models are implemented on mainframes (M) or per- 
sonal computers (PC). 

Table 3-6 summarizes the water quafii probtems that 
may be directly addressed by the models. All models 
address salinity and bacteria either explicitly or by 
specifying appropriate boundarfes, loads, and first 
order decay constants for another state variable. Sedi- 
ment may be modeled using calibrated deposition and 
scour vefodtles (1) or by using functional relationships 
with shear stress and shear strength to predict these 
veiociUes (2). Dissolved oxygen may be modeled along 
with total BOO (1). with CBOD, NBOD, and prescribed 
sediment oxygen demand (SOD) and net photosyn- 
thetic production (2). or with CBOD nitrification. SOD, 
and simulated nutrients and phytoplankton (3). 
Nutrient enrichment and eutrophication may be simu- 
lated using total phytopfankton biomass (1). multiple 
phytopfankton classes (2), or multiple phytopfankton 
and zaaplankton dasses (3). Organic chemicals may 
be modeled wfth calibrated decay rates and partition 
coeffklents (1) with predicted transformation rates 
and partttion coeffkients (2). or with predicted rates 
and coeffick3nts for the odginai chemical plus reaction 
products (3) Metals may be modeled as djssofved and 
particulate fractions wfth calibrated partition coeffi- 
cients (1). or as multlpfe species predicted with a 
thermodynamic data base and process models (2). 
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